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A B S T R A C T

This research paper delves into the challenges of Supply Chain (SC) planning under demand uncertainty,
focussing on Master Production Scheduling (MPS) with capacity constraints. Traditional SC planning methods,
often based on point forecasts and basic safety stock calculations, overlook the distinct demand distribution
of each product in each planning period. Considering the demand uncertainty is crucial for robust decision
making, especially for time series with seasonal and non-stationary demand. To address this gap, the paper
introduces a pioneering Separated Estimation and Optimisation (SEO) approach that estimates demand
uncertainty using Machine Learning (ML)-based probabilistic forecasting, subsequently solved by stochastic
optimisation. Through a comprehensive analysis involving 17 datasets with a total of 303 products, the study
confirms the robustness of stochastic optimisation approaches. It also demonstrates the superiority of ML-
based forecasting, which is particularly adept at capturing the intricacies of complex demand patterns. The
research challenges the conventional reliance on the Gaussian distribution, instead advocating for the adoption
of more flexible parametric distributions such as the Negative Binomial (Neg.-Bin.) distribution. Furthermore,
it illustrates how to leverage advances in the research areas of ML-based probabilistic demand forecasting and
stochastic MPS, as well as providing a basis for future research. Such avenues include the exploration of testing
these approaches with a rolling planning horizon and incorporating both demand and supply uncertainties.
1. Introduction

Stemming from the extreme global disruptions caused by the Covid-
19 pandemic, recent years have seen a growing awareness around the
unpredictable nature of Supply Chains (SCs). Academia and industry
alike are realising how crucial it truly is for SC planning to mitigate
the effects of demand and supply uncertainties; now, more than ever
before, the pressure is on to find and employ planning strategies that
factor uncertainties into decision making. Furthermore, with the rise of
artificial intelligence and data-driven decision-making, there is a press-
ing need for methodologies that can seamlessly integrate probabilistic
insights into optimisation processes. This research directly responds to
this demand by proposing a hybrid approach that unifies advanced
forecasting with operational decision-making.

The SC planning process of Master Planning (MP) plays a key
role in SCs as it ‘coordinates the material flow of the supply chain
as a whole for a mid-term planning horizon’ (Fleischmann & Meyr,
2003, 481). Similarly, recent research in the medical field confirms
the critical role of comprehensive supply chain coordination during
pandemic situations (Fallahi et al., 2024). The subprocess of Master
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(H. Stuckenschmidt).

Production Scheduling (MPS), which is the focus of this paper, ensures
that the production plan is aligned with broader business goals. MPS de-
termines production quantities and inventory levels by taking demand
fluctuations into account and respecting capacity constraints (Stadtler
& Kilger, 2005). Depending on the specific setup of the process in
a company, the results of the MPS are then synchronised with the
upstream processes of personnel planning and Material Requirements
Planning (MRP), and downstream with the distribution planning pro-
cess, illustrated in the SC Planning Matrix by Stadtler and Kilger (2005,
87). On a short-term horizon, operational production planning builds
on the results of MPS and refines the decisions by specifying, for
example, which product should be manufactured on which machine
and with which tools. Consequently, MPS represents a cornerstone for
efficient SC planning. Most notably, MPS helps to align production
schedules with resource availability, allowing an efficient allocation
of manpower, machinery, and materials while enhancing production
efficiency (Serrano-Ruiz et al., 2021). By balancing supply and demand,
MPS optimises inventory management, avoiding excess inventory and
reducing the risk of stockouts (Bagheri et al., 2022). In addition,
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the accurate incorporation of mid-term demand uncertainties ensures
ustomer orders are met on time, improving customer satisfaction

and loyalty (Bagheri et al., 2022). From the perspective of holistic
SC planning, MPS provides the basis for inter-departmental coordi-
ation, ensuring that all parts of the production process are aligned,

thus improving planning and control along the entire SC (Serrano-
Ruiz et al., 2021). Inefficient MPS can lead to a range of negative
consequences, e.g. causing bottlenecks and disrupting the entire pro-
uction process (Bagheri et al., 2022). Production inefficiencies may
ead to increased cost in terms of expedited orders or overtime, re-
uce customer satisfaction in case of production delays, overburden
roduction equipment, and reduce product quality. Inaccurate MPS
ay also result in frequent scheduling changes that can strain supplier

elationships (Fan et al., 2020). In a nutshell, efficient MPS is vital for
many reasons, and is particularly crucial in modern, complex supply
chains that are exposed to many disruptions and uncertainties.

In this paper, we consider a MPS problem where production quan-
ities for a set of products must be determined for each period of
he planning horizon. The maximum production capacity cannot be
ncreased in the planning horizon. Demand follows an unknown non-

stationary distribution and is subject to seasonal fluctuations, which
poses the problem of how to incorporate demand uncertainty into
the decision-making. The seasonal and safety stock causes inventory
holding costs, while excess demand results in lost sales as backorders
are not allowed. Supply chain planning involves multiple sources of
ncertainty, including supply variability, process disruptions, and lead
ime variability, however, this study primarily focuses on demand un-

certainty. This decision stems from the critical role demand fluctuations
play in driving production planning decisions. Unlike other uncertain-
ties, which can often be mitigated through robust internal controls or
operational adjustments, demand variability is inherently external and
ess predictable, making it a pivotal challenge for effective MPS. More-

over, a significant body of literature prioritises demand uncertainty as
the dominant factor impacting production planning (e.g., Ciarallo et al.
(1994), Englberger et al. (2016)).

Stochastic SC optimisation problems of this kind are traditionally
olved by two-step approaches, also referred to as Separated Estimation
nd Optimisation (SEO) approaches (Huber et al., 2019). The first step

constructs a model to estimate the uncertain quantity, i.e. the demand,
hile the second step receives the uncertainty estimate as an input
nd solves the optimisation problem. Algorithms that are popular in
ractice, i.e. within Enterprise Resource Planning systems (ERPs), and
n related literature often rely on simplistic techniques to incorporate
emand uncertainty into the optimisation process. Forel and Grunow

(2021) and Feng et al. (2011) construct point predictions and account
for uncertainty using a simple safety stock rule. Bollapragada and

ao (2006) and Englberger et al. (2016) consider multiple demand
cenarios, but rely on rigid distribution assumptions.

Both types of approaches commonly suffer from two major disad-
antages. Firstly, they often rely on traditional but overly simplistic
orecast models. For instance, Forel and Grunow (2021) adopt pre-

dictions from their industry partner, and Englberger et al. (2016)
esort to Exponential Smoothing (ETS), a basic yet widely accepted

statistical forecasting method. Recent research on demand forecast-
ing demonstrates the superiority of Machine Learning (ML) methods
over traditional techniques (Makridakis et al., 2021). Unlike the lat-
er, ML methods allow the incorporation of contextual information
n form of features and the exploitation of cross-time series learning.
onsequently, in our study, we adopt the best-performing ML fore-
asting techniques as reported by the M5 competition, a leading global
orecasting competition on sales data (Makridakis et al., 2021).

Secondly, existing approaches in MPS do not accurately incorporate
the distribution of forecast errors. Forel and Grunow (2021) and Feng
et al. (2011) rely on a simple safety stock rule to account for prediction
rrors, while Bollapragada and Rao (2006) and Englberger et al. (2016)
ssume errors to follow a stationary, Gaussian distribution. Feng et al.
2 
(2011) demonstrate on stationary synthetic data that ‘when demand is
ot normal, the gamma approximation significantly outperforms the ex-
sting normal approximation from Bollapragada and Rao (2006)’ (Feng

et al., 2011, 4007), highlighting the need to challenge the traditional
ssumption of Gaussian demand.

Other recent research corroborates the above observations by em-
phasising how data-driven methodologies can optimise outcomes
amidst uncertainties (Liu et al., 2023), and how Neural Networks
(NNs) can improve results (Huang et al., 2024). Consequently, in this
work, we strive to close the identified research gaps by introducing
a novel SEO framework that combines cutting-edge ML-based prob-
abilistic forecasting with stochastic optimisation. This framework is
designed to handle real-world challenges, such as non-stationary de-
mand and flexible distribution modelling, which remain underexplored
in current research and practice. By leveraging ML-based methods, our
approach not only surpasses the accuracy of statistical point forecasts
but also demonstrates robustness across diverse scenarios, laying the
groundwork for practical application in modern SCs. While the current
study focuses on demand uncertainty, future research could explore
integrating other types of uncertainties, such as supply disruptions and
production delays, into the proposed framework. Such extensions could
provide a more holistic approach to stochastic MPS, further enhancing
its robustness in complex supply chain environments.

In conclusion, our key contributions to the current research are as
follows:

• We propose a novel SEO approach that employs cutting-edge
ML for probabilistic forecasting to accurately incorporate demand
uncertainty into MPS decision-making.

• We extensively evaluate our approach using a large real-world
data set encompassing 303 products, thereby corroborating and
extending findings that have so far only existed on synthetic
data. Our approach outperforms two traditional, state-of-the-art
benchmark approaches.

• We derive valuable insights for SC practitioners on how to incor-
porate demand uncertainty into MPS decisions, thus challenging
the traditional assumption of stationary, normally distributed
demand.

The implications of this research extend beyond theoretical advance-
ments. By providing an adaptable framework, this work contributes
to bridging the gap between academic methodologies and their im-
plementation in industry, particularly under conditions of high uncer-
tainty. This innovation aligns with the growing demand for resilient SC
solutions in an era marked by disruptions like the COVID-19 pandemic.

The remainder of this paper is structured as follows. Section 2 re-
views the relevant literature on stochastic MPS and demand estimation.
In Section 3, we give a detailed presentation of the Mixed-Integer Linear
Program (MILP) formulation of the MPS problem considered in this
work. Section 4 presents the two baseline methods and our proposed
solution approach. In Section 5, we detail the data and parameters
sed in the experimental setup and show in the numerical results
he effectiveness of combining probabilistic forecasting with stochastic
ptimisation. Section 6 summarises the findings and highlights the

practical guidance this research provides. This section also outlines op-
portunities for future research: Implementing rolling-horizon planning,
lternating parameters, or fitting distributions on residuals.

2. Related literature

We commence with a brief summary of relevant research addressing
the MPS problem, beginning by reviewing studies on optimisation for
MPS, and then delving into demand estimation.
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2.1. Optimisation

The study of MPS has evolved significantly over the years. Earlier
orks by McCormick (1980) and Berry et al. (1979) established the fun-
amental role of MPS in optimally allocating manufacturing resources
o meet customer demand. Extensive reviews by Vollmann et al. (1997)
nd Zipkin (2000) explored inventory management, addressing both

non-capacitated and capacitated versions of MPS. Several authors have
followed the latter research stream (e.g. Ciarallo et al. (1994), DeCroix
and Arreola-Risa (1998), Metters (1997)), which is also the subject of
this research. Subsequently, Lee and Adam (1986), Lin and Krajewski
(1992), and Koh et al. (2002) highlighted the impact of uncertainties
n SC environments, emphasising the interplay between forecast er-
ors and system performance. These foundational studies provided a
ramework for addressing the complexities of MPS optimisation.

Although stochastic models are more suitable for capturing demand
uncertainty in MPS, deterministic approaches are still widely adopted
and hence provide a baseline for comparison with our research. For ex-
mple, Krüger and Koberstein (2023) proposed a MILP model for short-

term MPS in the automotive industry, incorporating plant structure,
state, and order due dates, demonstrating its practical applicability
through a simulation study. Similarly, Trost et al. (2023) introduced
a deterministic MPS model that considers utilisation-dependent ex-
haustion and capacity load, addressing social and economic aspects
f hierarchical production planning. Furthermore, Martín et al. (2020)
eveloped a deterministic model with robust optimisation techniques
o improve production, inventory, and backlogging costs for an auto-
obile second-tier supplier, highlighting its superiority over heuristic

pproaches. Lastly, Mohammed et al. (2023) explored dynamic re-
ource availability in product mix problems, comparing linear and
on-linear models for optimising profit and inventory costs. These
xamples illustrate the continued utility of deterministic MPS models

in addressing real-world production scheduling challenges.
Overall, in the last decade, the focus has shifted towards stochas-

ic optimisation approaches, incorporating demand uncertainty into
PS models. Englberger et al. (2016) introduced a two-stage stochas-

ic programming model with recourse, tailored for rolling planning
nvironments. This model mitigates tardiness in customer orders by
onsidering numerous demand scenarios while increasing inventory
evels and capacity utilisation. Similarly, Forel and Grunow (2021)
eveloped a framework to overcome barriers to industrial adoption

of stochastic programming, employing a two-stage stochastic model
n a real-world case study. Their approach demonstrated substantial
eductions in planning nervousness and improved stability, demand
atisfaction, and inventory costs. Englberger et al. (2022) proposed
tochastic models for MPS that integrate scenario-based capacity-load
actors. By iteratively building realistic capacity-load factor scenar-
os in a rolling horizon environment, their models address capacity
ottlenecks effectively, reducing production order tardiness.

These contemporary studies underscore the importance of mod-
elling uncertainty and solving the MPS problem with robust optimisa-
ion techniques. Leveraging scenario-based and adaptive approaches,
hese methods yield more resilient production schedules, supporting
ractical applications in industrial settings. Employing flexible distri-
utions such as the Negative Binomial (Neg.-Bin.) one allows for a
ore accurate estimation of the actual demand. In this research, we

uild on these advancements by opting for stochastic optimisation as
t ensures an optimal solution irrespective of the demand distribution.
iven today’s computing power and big data handling techniques, we

do not expect the solution time to be a limiting factor.

2.2. Estimation

The MPS field of study typically focusses on optimisation of the
MPS problem on simulated demand data rather than including demand
stimation in their studies. Chu (1995), Forel and Grunow (2021),
 t

3 
and Tang and Grubbström (2002) are an exception as they are based on
iven point forecasts. Consequently, we chose to explore the literature
n demand forecasting that does not concentrate on the MPS issue.
o gain an understanding of the best-in-class forecasting techniques
or sales forecasting, we examine the results of the 2020 M5 Accuracy
ompetition. The M competitions are described as ‘probably the most
nfluential and widely cited in the field of forecasting’ (Makridakis

et al., 2022, 2). The M5 competition in both the M5 Accuracy and M5
ncertainty variant used a SC dataset, namely sales data. This data

epresented the hierarchical unit sales of Walmart, the world’s largest
etail company. The goal of the M5 Uncertainty competition was to
enerate the most precise point forecasts for 42,840 time series based
n the accuracy metric WRMSSE (Makridakis et al., 2022). The time

series were typical of a retail company, with grouped, highly correlated,
and cross-sectional series, and focused on intermittent demands, with
xplanatory features provided. The key insights of the M5 Accuracy
ompetition, according to Makridakis et al. (2022), were:

• Most contestants used Light Gradient-Boosting Machine (LGBM),
a ML algorithm for non-linear regression based on Gradient Boost-
ing Decision Trees (GBDTs).

• Among the best performing techniques were basic NNs and deep
learning approaches, which yielded significantly better results
than the statistical benchmarks.

• Training global models and including features was found to be
successful.

These point forecasts can be either used directly or adjusted by
he empirical forecast errors to create demand distributions. Instead
f building on empirical forecast errors, one could also estimate the
arameters of demand distributions or estimate the prediction intervals
ased on past demands and explanatory features. The M5 Uncertainty
ompetition in 2020 evaluated state-of-the-art solutions for probabilistic
orecasting (Makridakis et al., 2021). The contestants were asked to

estimate the prediction intervals 50%, 67%, 95%, and 99% and were
valuated using the WSPL metric. Most of the participants used LGBM,

followed by Long Short-Term Memory Neural Networks (LSTM NNs).
he top three contestants used extremely large GBDTs instances ap-

plying LGBM and trained them separately as point forecasts for the
rediction intervals. The fifth and seventh ranked teams based their
ncertainty estimates on forecast residuals, the fourth team estimated
arameters for Neg.-Bin. distributions and Student’s T (Stud. T) dis-
ributions for higher levels using NNs. The sixth-ranked team used
eg.-Bin. distributions generated by a multi-stage local level state-space
odel.

Few researchers in the domain of stochastic MPS illustrate how
demand forecasts can be used. Vargas and Metters (2011) simulate data
with a Neg.-Bin. distribution. They then directly use this as input to
the MPS problem. Similarly, Feng et al. (2011) use a Gamma (Gamma)
istribution and include the approach of Bollapragada and Rao (2006)

with a Gaussian distribution. Vogel et al. (2017) are one step closer
to practical application with simulated data to generate forecasts with
Gaussian distributed forecast errors but fit the parameters accord-
ingly. Englberger et al. (2016), Körpeolu et al. (2011) and Bollapragada
and Rao (2006) all use demand scenario paths based on either simu-
lation or human estimation. Forel and Grunow (2021) show multiple
ways of generating probabilistic forecasts. In a rolling-horizon setting,
they directly use past demands as distributions, determine the em-
pirical distribution from the forecast errors, and estimate distribution
parameters of Gaussian and uniform distributions on the forecast errors.

We incorporate the insights gained from the M5 competition into our
esearch by deciding to use the best-performing ML approaches from
his competition. GBDTs, like LGBM, can only be used for parametric
istributions with one parameter or to estimate prediction intervals but
ot whole distributions. Like the team ranked fourth in the M5 Uncer-
ainty competition, we are using NNs with the Neg.-Bin. and Stud. T dis-
ributions. Additionally, similarly to the fifth and seventh ranked team,
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we also tested the Residual-based (RB) demand estimate approaches.
To the best of our knowledge, we are the first to use probabilistic
forecasting in the context of MPS.

3. Problem formulation

In this article, we study the problem of MPS, a multi-period inven-
ory management problem (Fleischmann & Meyr, 2003). We make the

following assumptions in the formulation of the model: The demand
in each period is unknown and stochastic, the distribution is non-
stationary and independent across periods. We assume to have access
to contextual information, or feature values, that have predictive power
towards the demand. Backlogging is not allowed, so any excess demand
is lost. In this research, lost sale penalty costs are not included explicitly
in the objective function due to the lack of scientific basis for estimating
their effect. Commonly, a lost sales cost per unit 𝑙 is assumed (Liao
et al., 2011). This adjustment could be implemented simply by incor-
porating −𝑓 ⋅ 𝑚𝑗 ⋅ 𝑈𝑡,𝑗 ,𝑠 in the objective function (see Eq. (1)). Built-up
inventory is penalised by linear holding costs. Aggregated production
quantities of all products are subject to a period-dependent maximum
capacity. The sequence of events in each period is similar to Feng
and Shanthikumar (2018): (1) Receive planned deliveries and (2) add
them to the end inventory of the previous period, (3) observe and
satisfy demand, (4) determine the end inventory, and (5) record profit
margin and inventory holding costs. The notation, consisting of indices,
parameters and decision variables, together with Eq. (1) to Eq. (4),
present the MILP formulation of the stochastic MPS problem. Since
he deterministic MPS formulation is equivalent to the stochastic MPS
ormulation with exactly one scenario, we do not explicitly present it
n this paper to avoid redundancy.

Indices
𝑇 Set of planning periods 𝑡
𝐽 Set of products 𝑗
𝑆 Set of scenarios 𝑠
Parameters
𝑚𝑗 product margin per unit and product 𝑗 ∈ 𝐽
ℎ𝑗 inventory holding cost per unit, and product

𝑗 ∈ 𝐽 , and period 𝑡 ∈ 𝑇
𝑖0,𝑗 initial inventory at period 0 for product

𝑗 ∈ 𝐽
𝑑𝑡,𝑗 ,𝑠 demand of scenario 𝑠 ∈ 𝑆 of product 𝑗 ∈ 𝐽

in period 𝑡 ∈ 𝑇
𝑐𝑡 available production capacity in period 𝑡 ∈ 𝑇
Decision variables
𝑋𝑡,𝑗 ∈ N+

0 production quantity of the product 𝑗 ∈ 𝐽 in
the period 𝑡 ∈ 𝐽

𝑈𝑡,𝑗 ,𝑠 ∈ N+
0 unmet demand in the scenario 𝑠 ∈ 𝑆 of the

product 𝑗 ∈ 𝐽 in the period 𝑡 ∈ 𝑇

Maximise
∑

𝑡∈𝑇 ,𝑗∈𝐽 ,𝑠∈𝑆
𝑚𝑗 ⋅ (𝑑𝑡,𝑗 ,𝑠 − 𝑈𝑡,𝑗 ,𝑠)

− ℎ𝑗 ⋅

(

𝑖0,𝑗 +
∑

𝜏≤𝑡

(

𝑋𝜏 ,𝑗 − 𝑑𝜏 ,𝑗 ,𝑠 + 𝑈𝜏 ,𝑗 ,𝑠
)

)

(1)

subject to
∑

𝑗∈𝐽
𝑋𝑡,𝑗 ≤ 𝑐𝑡 ∀𝑡 ∈ 𝑇 (2)

∑

𝜏≤𝑡

(

𝑋𝜏 ,𝑗 − 𝑑𝜏 ,𝑗 ,𝑠 + 𝑈𝜏 ,𝑗 ,𝑠
)

+𝑖0,𝑗 ≥ 0 ∀𝑡 ∈ 𝑇 , 𝑗 ∈ 𝐽 , 𝑠 ∈ 𝑆 (3)
𝑡,𝑗 , 𝑈𝑡,𝑗 ,𝑠 ≥ 0 ∀𝑡 ∈ 𝑇 , 𝑗 ∈ 𝐽 , 𝑠 ∈ 𝑆 (4) u

4 
Fig. 1. Three categories of approaches to solve the MPS problem: DG-DET, RB-STO,
and PM-STO.

The objective is to maximise the expected net profit over all periods
and products (see Eq. (1)). As is common in the literature, the expecta-
tion is approximated by the sample average over a number of demand
scenarios 𝑆 (Englberger et al., 2016). As the objective is maximised,

e consider the sum instead of the average for notational simplicity.
ross profit is calculated by multiplying the product margin 𝑚 with

he fulfilled demand, which is the scenario demand 𝑑𝑡,𝑗 ,𝑠 reduced by
the unmet demand 𝑈𝑡,𝑗 ,𝑠. To obtain net profit, inventory holding costs
are deducted, which are computed by multiplying the unit inventory
cost ℎ𝑗 with the ending inventory 𝐼𝑡,𝑗 ,𝑠. As 𝐼0,𝑗 ,𝑠 = 𝑖0,𝑗 and 𝐼𝑡,𝑗 ,𝑠 =
𝐼𝑡−1,𝑗 ,𝑠 + 𝑋𝑡,𝑗 − 𝑑𝑗 ,𝑡,𝑠 + 𝑈𝑡,𝑗 ,𝑠, inventory is completely determined by
production quantity, demand and unmet demand, so we can substitute
𝐼𝑡,𝑗 ,𝑠 with 𝑖0,𝑗+

∑

𝜏≤𝑡
(

𝑋𝜏 ,𝑗 − 𝑑𝜏 ,𝑗 ,𝑠 + 𝑈𝜏 ,𝑗 ,𝑠
)

. Profit maximisation is subject
to a number of constraints. Constraint (2) ensures that the aggregate
roduction of products in each period 𝑡 does not exceed the production

limit 𝑐𝑡. Constraint (3) specifies that ending inventory must be positive,
which guarantees that backlogging is prevented and unmet demand
recorded accordingly. Constraint (4) specifies the variables’ domains,
nsuring that production quantities and unmet demand are

non-negative.

4. Solution approaches

Inventory management problems such as MPS are frequently ad-
dressed using SEO techniques (Ban, 2020; Bertsimas & McCord, 2019;
Feng et al., 2011; Forel & Grunow, 2021; Huber et al., 2019; Müller
et al., 2020). These SEO techniques typically involve two stages. In
the first stage, the demand distributions are estimated, generating the
emand samples 𝑑𝑡,𝑗 ,𝑠 needed as input for the MPS MILP problem
Eq. (1) to Eq. (4)). In the second stage, the latter is solved, generat-
ng production decisions. The approaches applied in this paper differ
ainly in the first stage. Following different methods of distribution

stimation, all approaches rely on the same linear programming solver
o solve the MPS problem. Focusing on the estimation stage, this

section presents these approaches. Our explanations are supported by
the graphical overview provided in Fig. 1.

4.1. Traditional SEO baselines

The estimation step of conventional SEO approaches revolves aro-
nd a demand prediction model and can be further divided into demand
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prediction and distribution estimation. We present the demand predic-
ion methods applied in this work in Section 4.1.1, followed by the
istribution estimation techniques in Section 4.1.2.

4.1.1. Demand prediction
Demand forecasting has long been a key focus in operations re-

search, leading to numerous prediction techniques. We have chosen the
state-of-the-art methods LGBM, and NN, and for reference ETS. The ML
models were selected because they ranked highest in the M5 accuracy
competition (Makridakis et al., 2021), a prestigious sales forecasting
challenge. More details on our selection can be found in Section 2.2.
As MPS is a multiperiod problem, multiperiod forecasting is required,
such that the output of our forecasting methods are not point forecasts
but instead path forecasts (𝑑𝑡,𝑗 )𝑡∈𝑇 for the entire optimisation horizon
𝑇 . Since a point forecast for every planning period is equivalent to a
path forecast for the planning horizon, the terms point forecast and
path forecast are used interchangeably in this paper.

The ETS methods generate forecasts by calculating weighted av-
erages of past data points, with the weights decreasing as the data
points become older (Hyndman et al., 2008, 5). The set of 18 ETS
models includes various types of errors (additive or multiplicative),
trends (none, additive, additive damped), and seasonal patterns (none,
additive, or multiplicative) (Hyndman & Khandakar, 2008), from which
we have selected the variant (𝐴, 𝐴𝑑 , 𝐴) as it minimises Mean Absolute
ercentage Error (MAPE) in the test set (see Supplementary mate-
ial C) and optimises the likelihood-based Akaike information crite-

rion (Hyndman et al., 2008, 27). In our implementation, we rely on the
class ExponentialSmoothing of the Python module statsmod-
els.tsa.holtwinters module.

Both NNs and LGBMs are ML models. ML models provide two
ain advantages over traditional statistical forecasting methods like

ETS (Makridakis et al., 2021). First, a single ML model can be trained
on multiple time series, leveraging cross-time series learning. Second,
in addition to the time series data, explanatory features, whether
externally sourced or derived from the time series itself, can be used
to enhance the forecasts.

A NN is a network of computing nodes connected by directed
inks. Input is provided to an input layer, output is obtained from
n output layer, and the remaining nodes are contained in hidden
ayers (Gamboa, 2017). NNs with multiple layers are capable of recog-

nising intricate patterns and are called Deep Neural Networks (DNNs).
or point predictions, we employ a feed-forward NN relying on the
luonTS package (see Section 4.2) considering the features over the

past 3|𝑇 | periods as input, using one hidden layer of 40 neurons and
he ReLU activation function. We train the network with the Adam
ptimiser (Kingma & Ba, 2015) minimising the Mean Absolute Error

(MAE), employing mean scaling, 100 batches per epoch and a total
of 1000 epochs. The learning rate was tested in {10−4, 10−3, 10−2} and
tuned to 10−3, while the context length, which determines the number of
periods included in the training window, was tested in {2|𝑇 |, 3|𝑇 |, 4|𝑇 |}
nd tuned to 3|𝑇 | (see Supplementary material C).

LGBM is a tree-based ML framework. Decision trees are a type of
supervised learning algorithm used for classification and regression
tasks, where the model makes decisions based on a series of binary
uestions about input features, leading to a final decision at each leaf
ode (Hastie et al., 2009). Given their intelligibility and simplicity, de-

cision trees are among the most popular machine learning algorithms.
Gradient Boosting Decision Trees (GBDTs) are a special kind of tree-
based model ensemble, which have proven to achieve state-of-the-art
performance for many ML learning tasks like multiclass prediction,
click prediction, and learning-to-rank (Ke et al., 2017; Li et al., 2020;
Zhang & Jung, 2021). GBDTs are composed of a series of decision trees
hat are trained in succession. At each step, the model fits a new tree

to the negative gradients of the current model, thereby correcting the
error of its predecessors (Ke et al., 2017). In 2017, Microsoft introduced
GBM, an implementation of a GBDT with two novel techniques that
5 
Fig. 2. Calculation of the forecast errors 𝑒𝑡,𝑗 ,𝑠.

significantly improve performance: Gradient-based One-Side Sampling
nd Exclusive Feature Bundling. In the M5 accuracy competition, all 50
op contestants used LGBM (Makridakis et al., 2021). We use LGBM

through the TreeEstimator class within the GluonTS framework
(see Section 4.2). The default number of leaves is set to 31 and
we enforce column-wise training to maintain stability. Otherwise, we
apply the same hyperparameter tuning as for NNs (see Supplementary
material C).

4.1.2. Distribution estimation
The pertinent literature presents two common methods to get from

point predictions to production decisions.
The most simplistic approach, which (Feng et al., 2011) call the

raditional MRP approach, only uses information on the conditional
expectation of demand and neglects demand variability (Krüger &
Koberstein, 2023; Martín et al., 2020; Mohammed et al., 2023; Trost
et al., 2023). The predicted demand path is fed unmodified to the MPS
roblem, i.e. problem (1)–(4) is solved with only one scenario path by

setting 𝑆 = 1 and 𝑑𝑡,𝑗 ,1 = 𝑑𝑡,𝑗 . As demand variability is neglected, this
is commonly referred to as deterministic optimisation (Härdle et al.,
2005). Since the approach relies on point forecasts and a DG distri-
bution estimate, subsequently solved by deterministic optimisation, we
refer to it as Point forecast with a degenerate distribution solved by
eterministic optimisation (DG-DET) (see Fig. 1).

A point forecast-based method which accounts for demand vari-
bility by utilising multiple demand scenarios can be developed by
ncorporating empirical forecast errors (Forel & Grunow, 2021). This

process is illustrated in Figs. 2 and 3. For each product 𝑗, predictions
are made on the training data in a rolling horizon manner, and each
prediction generates a scenario path 𝑑𝑡,𝑗 ,𝑠 of length |𝑇 |. Using actual
emand 𝑑𝑡,𝑗 , the forecast error 𝑒𝑡,𝑗 ,𝑠 can be calculated as

𝑒𝑡,𝑗 ,𝑠 = 𝑑𝑡,𝑗 ,𝑠 − 𝑑𝑡,𝑗 ,𝑠,∀𝑡 ∈ 𝑇 , 𝑗 ∈ 𝐽 , 𝑠 ∈ 𝑆 (5)

The toy example shown in Fig. 2 illustrates this procedure using |𝑆| = 3
scenarios and a planning horizon of 𝑇 = {1, 2, 3, 4}. This methodology
is based on Forel and Grunow (2021) with two modifications due to
the characteristics of our data. First, we assume that error distributions
are dependent on the product, so we compute product-dependent dis-
ributions. Second, we do not assume season-dependent distributions
ut calculate errors independent of the season instead. To construct the
istribution estimate 𝑑𝑡,𝑗 ,𝑠 on the test period, we add the scenario errors
o the demand forecasts 𝑑𝑡,𝑗 made for the test period as shown in Fig. 3.

All scenario demand values below zero are adjusted:

𝑑𝑡,𝑗 ,𝑠 = max(𝑑𝑡,𝑗 + 𝑒𝑡,𝑗 ,𝑠, 0)∀𝑡 ∈ 𝑇 , 𝑗 ∈ 𝐽 , 𝑠 ∈ 𝑆 (6)
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Fig. 3. Adding forecast errors 𝑒𝑡,𝑗 ,𝑠 to demand forecasts 𝑑𝑡,𝑗 .

Finally, these scenario paths are fed to the MPS MILP for stochastic
optimisation (Birge & Louveaux, 2011; Härdle et al., 2005, pp. 173–
201). As this approach relies on point demand forecasts and a residual-
ased distribution estimate, subsequently solved by stochastic optimi-

sation, we refer to it as Point forecast with a residual-based distribution
solved by stochastic optimisation (RB-STO) (see Fig. 1).

4.2. Novel SEO approach

Instead of the two-step approach of point prediction and subse-
quent distribution approximation, the method we propose estimates
the demand distribution directly. Despite the popularity of ETS and
LGBM as forecasting models, they are not suitable for probabilistic
forecasting with the exception of quantile forecasting or parametric
distributions with only one parameter. Therefore, the parameters of
these distributions are estimated by NNs.

To this aim, as mentioned in Section 4.1.1, we rely on Glu-
onTS (Alexandrov et al., 2020), a toolkit for time series modelling with

NNs a special focus on probabilistic forecasting, launched by Amazon
eb Services in 2019. To this aim, a parametric distribution is fixed

nd a function mapping input features to the time-dependent distri-
ution parameters is learnt by minimising the negative log-likelihood.
he available models are listed on the GluonTS website (Amazon,

2023), including advanced specialised models like DeepAR by Salinas
et al. (2020) and simpler customisable models like the Simple-
FeedForward estimator, which we adopt in our work. We employ a
eed-forward NN of one hidden layer with 10|𝑇 | neurons, which the
GluonTS network reshapes to a |𝑇 | × 10 matrix. For a distribution
with 𝑛 parameters, the network then applies 𝑛 distinct output layers
to obtain a |𝑇 | × 𝑛 matrix of |𝑇 | time-dependent distribution parame-
terisations. Distribution-specific domain maps ensure the validity of the
output, such as positive values for standard deviations. GluonTs pro-
vides various probability distributions, including common parametric
distributions such as the three we adopt: Gaussian, Stud. T, and Neg.-
Bin. (Alexandrov et al., 2020). Except for the number of hidden neurons
and the loss function, all hyperparameters coincide with those used for
the point prediction NNs (see Section 4.1.1) and are tuned accordingly
see Supplementary material C). After predicting the parameters for

the test period, we sample scenario paths and feed these scenarios to
the MPS MILP (1)–(4) for stochastic optimisation (Härdle et al., 2005).
As this approach makes probabilistic forecasts coupled with stochastic
optimisation, we refer to it as Probabilistic forecast with a parametric
distribution solved by stochastic optimisation (PM-STO) (see Fig. 1).

4.3. Justification of the proposed approaches

The different point and probabilistic prediction models coupled with
ifferent distribution estimation techniques and optimisation
aradigms result in a total of nine different SEO methods, as visualised
 s

6 
in Fig. 1. The integration of the three demand forecasting models
(ETS, NN, and LGBM) with the deterministic MILP formulation that
esults from (1)–(4) when considering only one demand scenario pro-

duces three DG-DET models, which we refer to as ETS-DG, LGBM-DG,
and NN-DG. Combining the three demand forecasting models with a
residual-based distribution estimate and solving the stochastic MILP
roduces three RB-STO methods, which we refer to as ETS-RB, LGBM-

RB, and NN-RB. Lastly, testing three different parametric distributions
(Gaussian, Stud. T, and Neg.-Bin.) and solving the stochastic MILP
enerates the three techniques categorised into the PM-STO group:
N-Gaussian, NN-Stud. T, and NN-Neg.-Bin.

The latter group of approaches is proposed in this work due to
the increased flexibility, scalability, and superior performance of these
approaches (see Section 5.4). Recently, Operations Research (OR) re-
searchers have started to question the conventional method of keeping
estimation and optimisation separate. Instead, Integrated Estimation
and Optimisation (IEO) methods have been introduced that combine
both steps, directly predicting the solutions to the optimisation prob-
lem (Ban & Rudin, 2019; Huber et al., 2019; Müller et al., 2020).

owever, decoupling demand estimation from the MPS problem makes
ur approach flexible to different problem variations, extending even
eyond MPS. In addition, traditional optimisation techniques such as

MILPs permit explicit formulation and adherence to hard constraints,
which are not inherently recognised by conventional IEO methods like

Ns. Lastly, the SEO methods are more resilient to external disruptions
such as changes in profit margin, cost factor, or production capacity.

egarding scalability, we stress that, on average, solving the stochastic
PS MILP took 519 s using 10 CPU cores, demonstrating that the need

o solve the MILP repeatedly is not a real concern. Moreover, SEO
ethods offer explicit control over computational effort, as practition-

rs can choose to reduce the number of sample paths or terminate the
ILP solver early to save computation time. Compared to traditional

forecasting methods like ETS, our approach leverages the well-known
advantages of ML. For instance, ML is known for improving with more
raining data. Moreover, ML exploits cross-product relationships by
itting a global model, whereas traditional methods like ETS fit one
odel per product, which scales poorly for larger assortments. The
igh effort in retraining ML models can be mitigated by warm-starting
he training process. Finally, our proposed approach directly predicts
he demand distribution, which avoids the additional steps required

under RB-STO and scales better. In addition, it allows explicit control
over the predicted distributions and can be particularly valuable under
non-stationary error

distributions.

5. Numerical study

5.1. Data and parameters

Our evaluation of the solution approaches uses a real-world weekly
demand data set from a leading global manufacturer of household
appliances. This ensures the results reflect practical conditions with-
out artificial constraints. The data set encompasses a diverse product
portfolio, including small and large kitchen appliances, refrigeration
units, and cleaning devices. Products are manufactured to stock and
can be stored for extended durations exceeding one year. The products
are categorised into 17 distinct assembly groups and are distributed
o 19 distribution centres located across multiple continents. Since
ot all assembly groups are supplied to every distribution centre,
he data represents 303 unique location-product combinations. Each
ssembly group constitutes an independent data set, with no overlap
r dependencies between groups, allowing the optimisation problem to
e solved separately.

On average, the weekly demand across all products is 271 units,
ith a Coefficient of Variation (CV) of 2.53. This high CV reflects

ignificant variability in demand, highlighting the challenge of accurate
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Fig. 4. Demand per assembly group, the radius indicating the CV.

forecasting and robust optimisation. Fig. 4 illustrates the demand pat-
terns for each assembly group, with the radius indicating the respective
CV.

The planning horizon covers the latest 𝑇 = 26 weeks of the data set,
during which fixed capacities cannot be increased. These 26 weeks are
used as the test set for evaluating model predictions and production
decisions. All data preceding this test period is used for training the
forecast models in a rolling manner, ensuring that only past information
is available for model training.

We use a minimum number of 104 periods for training, as this is
required by an ETS method with a seasonality of 52. With a total of 425
weeks in our data and a test period of 26 weeks, we obtain 270 forecast
rolls, and hence 270 scenario paths for RB-STO. For comparability, we
also sample 270 scenarios when evaluating PM-STO.

For our numerical study, we have to make assumptions and de-
fine exogenous parameters. Similar to Feng and Shanthikumar (2018),
transportation and goods issue lead times are assumed to be deter-
ministic and fixed and are incorporated in the data by shifting the
time series accordingly. We set the initial stock level 𝑖0,𝑗 to 0 for
each product 𝑗 ∈ 𝐽 . We fix product margins at 𝑚𝑗 = 100 and
vary inventory holding cost ℎ𝑗 ∈ {100, 66.67, 42.86, 25, 11.11, 5.26} to
cover the corresponding Newsvendor service levels 𝑆 𝐿 = 𝑚𝑗

𝑚𝑗+ℎ𝑗
∈

{50%, 60%, 70%, 80%, 90%, 95%}. The production capacity limit 𝑐𝑡 is de-
termined by the mean of the weekly aggregated demand for each
assembly group across all periods 𝑡 ∈ 𝑇 , a practical approach that
overlooks factors such as factory holidays.

5.2. Feature engineering

To prepare for the feature extraction and selection process, we
first identify and utilise static features, such as product attributes and
country-specific information, in conjunction with multiple levels of
product hierarchy. The time series are then aggregated according to
these features, effectively increasing the number of derived time series
on which features can be computed.

For automated feature extraction, we employ the Python package
tsfresh by Christ et al. (2018), which is specifically designed to
handle time series data. To enhance scalability and handle large data
sets efficiently, we reimplemented several components of tsfresh
using Apache Spark. The feature selection process involves three
primary steps:
7 
1. Feature Extraction: A comprehensive set of features is extracted
using a predefined configuration, in this case, the MinimalFC-
Parameters class of tsfresh. These features include statisti-
cal measures (e.g., mean, variance), temporal patterns, and other
domain-independent characteristics.

2. Significance Testing: Each extracted feature is evaluated for its
relevance to the regression task by calculating p-values through
statistical hypothesis tests. This step assesses the relationship be-
tween each feature and the target variable to identify meaningful
predictors.

3. Feature Selection: Based on the calculated p-values, a multi-
ple testing procedure is applied to select statistically signifi-
cant features. This ensures that only the most relevant features
are used in the subsequent modelling stage, improving model
performance and interpretability.

5.3. Evaluation metrics

Calculation of forecast error metrics

MAPE = 1
|𝑇 ∥ 𝐽 |

∑

𝑡∈𝑇 ,𝑗∈𝐽
|𝑑𝑡,𝑗 − 𝑑 0.5

𝑡,𝑗 |

|𝑑𝑡,𝑗 |
× 100 (7)

SMAPE = 2 ⋅ 1
|𝑇 ∥ 𝐽 |

∑

𝑡∈𝑇 ,𝑗∈𝐽
|𝑑𝑡,𝑗 − 𝑑 0.5

𝑡,𝑗 |

|𝑑𝑡,𝑗 | + |𝑑 0.5
𝑡,𝑗 |

× 100 (8)

RMSE =
√

1
|𝑇 ∥ 𝐽 |

∑

𝑡∈𝑇 ,𝑗∈𝐽
(𝑑𝑡,𝑗 − 𝑑 0.5

𝑡,𝑗 )2 (9)

SEC𝑓 = 1
|𝑇 ∥ 𝐽 |

∑

𝑡∈𝑇 ,𝑗∈𝐽
|𝑑𝑡,𝑗 − 𝑑𝑡−𝑓 ,𝑗 | (10)

MASE𝑓 = 1
|𝑇 ∥ 𝐽 |

∑

𝑡∈𝑇 ,𝑗∈𝐽
|𝑑𝑡,𝑗 − 𝑑 0.5

𝑡,𝑗 |∕SEC𝑓 (11)

COV𝛼 = 1
|𝑇 ∥ 𝐽 |

∑

𝑡∈𝑇 ,𝑗∈𝐽
𝐼[𝑑𝑡,𝑗 ≤ 𝑑 𝛼

𝑡,𝑗 ] × 100 (12)

QL𝛼 = 2 ⋅
∑

𝑡∈𝑇 ,𝑗∈𝐽
|(𝑑𝑡,𝑗 − 𝑑 𝛼

𝑡,𝑗 ) ⋅ (𝐼[𝑑𝑡,𝑗 ≤ 𝑑 𝛼
𝑡,𝑗 ] − 𝛼)| (13)

To evaluate prediction quality of both point predictions and prob-
abilistic forecasts, we use multiple common error metrics, see (7)–
(13). The metrics are calculated according to the definitions provided
by Hyndman and Athanasopoulos (2018) and Makridakis et al. (2020).
Each metric has its own strengths and weaknesses (Makridakis et al.,
2021). The MAPE (7), Symmetric Mean Absolute Percentage Error
(SMAPE) (8), and Mean Absolute Scaled Error (MASE) (11) are scale-
independent metrics that allow for comparisons between different time
series. However, they may not provide much insight when the demand
is low. On the other hand, the metric Root Mean Square Error (RMSE)
(9) gives more weight to large errors, penalising outliers. The seasonally
adjusted metric MASE has a seasonal index 𝑓 , which we set to 52. We
also evaluate the probabilistic forecast error metrics Coverage (COV)
(12) and Quantile Loss (QL) (13) on the 𝛼 = 0.5 quantile. For most
forecast error metrics, the optimal value is 0; however, for the COV, the
optimal value corresponds to the 𝛼 quantile, so in our case the ideal for
COV is 50%. QL measures how well a model predicts a given quantile of
the target distribution, similarly to COV which evaluates how well the
predicted intervals capture the actual outcomes. For the probabilistic
forecasts, 𝑑 𝛼

𝑡,𝑗 denotes the 𝛼-quantile of the distribution estimate 𝑑𝑡,𝑗 ,𝑠.
We may also evaluate point accuracy metrics on probabilistic fore-

casts, in which case we take the median forecast 𝑑 0.5
𝑡,𝑗 to be the point

forecast. Conversely, we can apply the probabilistic metrics to point
forecasts by interpreting the point forecasts as degenerate probability
distributions with a 100% estimated probability for one single value.

In addition to forecast accuracy, we monitor Key Performance In-
dicators (KPIs) directly derived from the optimisation problem, as
shown in (15)–(19). These KPIs measure critical aspects of the system’s
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performance, ensuring a comprehensive evaluation of the solution
approaches. Fulfilled demand 𝐹𝑡,𝑗 corresponds to the 𝛽-service level,
which is the main KPI for demand fulfilment. It is defined as the portion
of demand satisfied by starting inventory plus production, see (16).

The profit margin 𝑀𝑡,𝑗 is computed as the product of the product-
specific profit margin 𝑚𝑗 and the fulfilled demand 𝐹𝑡,𝑗 , see Eq. (17).
Inventory holding costs 𝐶𝑡,𝑗 are derived from product-specific holding
costs ℎ𝑗 and ending inventory 𝐼𝑡,𝑗 , see Eq. (18). Together, these compo-
ents define the objective value 𝑂𝑡,𝑗 , which reports overall profitability,
ee Eq. (19). For comparability across assembly groups, we introduce

the relative objective value 𝑅𝑗 , see Eq. (20).
To compare the nine solution approaches, these KPIs are aggregated

over all periods 𝑡 ∈ 𝑇 and products 𝑗 ∈ 𝐽 . For example, the aggregated
bjective function value is denoted as 𝑂 =

∑

𝑡∈𝑇 ,𝑗∈𝐽 𝑂𝑡,𝑗 . In addition,
e track the aggregated production quantity 𝑋 =

∑

𝑡∈𝑇 ,𝑗∈𝐽 𝑋𝑡,𝑗 to
ssess overall production activity, the aggregated fulfilled demand 𝐹 =
𝑡∈𝑇 ,𝑗∈𝐽 𝐹𝑡,𝑗 , the aggregated product margins 𝑀 =

∑

𝑡∈𝑇 ,𝑗∈𝐽 𝑀𝑡,𝑗 , and to
apture forecasting, the aggregated demand forecast
̂ = 1

|𝑆|
∑

𝑡∈𝑇 ,𝑗∈𝐽 ,𝑠∈𝑆 𝑑𝑡,𝑗 ,𝑠.

Key Performance Indicators (KPIs)

𝑑𝑡,𝑗 demand forecast of the product 𝑗 ∈ 𝐽 in the planning
period 𝑡 ∈ 𝑇 , averaged over 𝑠 ∈ 𝑆

𝐼𝑡,𝑗 end inventory of the product 𝑗 ∈ 𝐽 in the planning
period 𝑡 ∈ 𝑇

𝐹𝑡,𝑗 fulfilled demand of the product 𝑗 ∈ 𝐽 in the planning
period 𝑡 ∈ 𝑇 ; Expressed as share of demand 𝑑 and
therefore equivalent to the 𝛽-service level

𝑀𝑡,𝑗 profit margin of the product 𝑗 ∈ 𝐽 in the planning
period 𝑡 ∈ 𝑇

𝐶𝑡,𝑗 inventory holding costs of the product 𝑗 ∈ 𝐽 in the
planning period 𝑡 ∈ 𝑇

𝑂𝑡,𝑗 objective value of the product 𝑗 ∈ 𝐽 in the planning
period 𝑡 ∈ 𝑇

Calculation of KPIs
𝑑𝑡,𝑗 =

1
|𝑆|

∑

𝑠∈𝑆
𝑑𝑡,𝑗 ,𝑠 ∀𝑡 ∈ 𝑇 , 𝑗 ∈ 𝐽 (14)

𝐼𝑡,𝑗 = 𝑖0,𝑗 +
∑

𝜏≤𝑡
𝑋𝜏 ,𝑗 − 𝑑𝜏 ,𝑗 + 𝑈𝜏 ,𝑗 ∀𝑡 ∈ 𝑇 , 𝑗 ∈ 𝐽 (15)

𝐹𝑡,𝑗 =

{

𝑑𝑡,𝑗 , 𝑑𝑡,𝑗 ≤ 𝐼𝑡−1,𝑗 +𝑋𝑡,𝑗

𝐼𝑡−1,𝑗 +𝑋𝑡,𝑗
∀𝑡 ∈ 𝑇 , 𝑗 ∈ 𝐽 (16)

𝑀𝑡,𝑗 = 𝑚𝑗 ⋅ 𝐹𝑡,𝑗 ∀𝑡 ∈ 𝑇 , 𝑗 ∈ 𝐽 (17)

𝐶𝑡,𝑗 = ℎ𝑗 ⋅ 𝐼𝑡,𝑗 ∀𝑡 ∈ 𝑇 , 𝑗 ∈ 𝐽 (18)

𝑂𝑡,𝑗 = 𝑀𝑡,𝑗 − 𝐶𝑡,𝑗 ∀𝑡 ∈ 𝑇 , 𝑗 ∈ 𝐽 (19)

𝑅𝑗 =
∑

𝑡∈𝑇

𝑂𝑡,𝑗

𝑑𝑡,𝑗
∀𝑗 ∈ 𝐽 (20)

5.4. Results

This section gives a detailed analysis of our results. To enhance
readability, we make extensive use of abbreviations, which can be
found in the acronyms section at the end of the article.

Forecast accuracy. Table 1 shows the forecast error for each approach.
No forecast method performs best across all error metrics. We give a
ank 𝑟 ∈ 1, 2,… , 9 to each approach in each metric separately and
hen find the average over the metrics to get 𝑟̄. The best-performing
pproaches in terms of average forecast error rank 𝑟̄ are LGBM-DG
2.3), NN-RB (2.5), NN-Neg.-Bin. (4.2) and NN-Stud. T (4.5).
8 
Objective function. After determining the forecast error metrics as our
initial indicator, we assess the models based on the KPIs. The outcomes
re shown in Table 2 for the case of 𝑚𝑗 = 100 and ℎ𝑗 = 25, the

parameters at which the optimal service level of the Newsvendor
problem would be 80%. Results for alterations of the inventory holdings
costs ℎ𝑗 can be found in Supplementary material A.

Using aggregated demand 𝑑 as a reference, we express aggregated
orecast 𝑑, production 𝑋, as well as the fulfilled demand 𝐹 as a
ercentage of 𝑑. The profit margins 𝑀 , inventory holding costs 𝐶, and
bjective function values 𝑂 are expressed as a percentage of the highest
bjective function value. Table 2 highlights the approach with the best

result, outcomes that are within 5% of the best result are printed in
bold.

Interestingly, the top three performing approaches originate from
hree different groups, suggesting that no single demand estimation
echnique is superior. The best results, measured by the value of the
bjective function, is obtained by NN-Neg.-Bin., closely followed by
N-RB with 99%. The third highest result, with 91%, comes from

he NN-DG. The three approaches have in common that they leverage
Ns in the prediction step. With 78% to 68%, most other approaches
chieve moderate performance. Only NN-Gaussian performs consid-
rably worse, achieving only 8% of the objective value attained by
N-Neg.-Bin. When comparing the PM-STO approaches that use the

ame NN, it appears that the choice of distribution makes a consider-
ble difference. Furthermore, with the exception of the underperform-

ing Neural Network with a Gaussian distribution (NN-Gaussian), the
approaches perform better the more powerful the prediction model.

The last column of Table 2 shows the Interquartile range (IQR) of
the relative objective function 𝑅𝑗 , which serves as a measure of the
obustness of a method across products. The NN-Gaussian approach
xhibits the lowest IQR at 5.6, but this is not particularly informative
s it simply indicates uniformly poor results across all products. For
he top three methods, the IQR provides valuable insights: Although
eural Network with a Negative Binomial distribution (NN-Neg.-Bin.)
nd Neural Network with a residual-based distribution (NN-RB) have
ery similar objective function values, the robustness of NN-Neg.-Bin.
ith an IQR of 40.1 is superior to NN-RB with an IQR of 48.9. The third-

best method, Neural Network with a degenerate distribution (NN-DG),
has a 9% point difference in the objective function value compared to
NN-Neg.-Bin. and a distinctly worse IQR of 63.8.

Other key performance indicators (KPIs). The objective function value 𝑂
s the primary KPI for which we are optimising. However, it is essential
o discuss other KPIs as well, as they provide insights into how the
bjective function value is derived.

ETS-DG, ETS-RB, and NN-Gaussian provide nearly perfect predic-
ions if the aggregated demand across all periods and products was
elevant. The models with the lowest total demand forecasts are LGBM-
B (56%), NN-Stud. T (64%), and LGBM-DG (73%). Nonetheless, it is
ital to note that the total demand forecast does not necessarily reflect
he overall performance, as it is highly aggregated. Indeed, we see little
orrelation between aggregated forecast accuracy and objective value.

In terms of production, ETS-DG and NN-DG lead to the highest
roduction quantities 𝑋 of 86%. This is followed at distance by NN-
eg.-Bin. (73%), LGBM-DG (72%), ETS-RB (70%) and then NN-RB

68%). LGBM-RB (48%), and NN-Stud. T (42%) have fairly low aggre-
gated production quantities 𝑋, while the optimisation of NN-Gaussian
led to only a production of 5% of actual demand. We can observe from
Table 2 that higher production generally leads to higher profit margins,
ut the decisive factor to achieve a high objective is to increase margins
hile maintaining a reasonable cost level.

Considering that the fulfilled demand 𝐹 is expressed as a percentage
of the total demand 𝑑, it equates to the 𝛽-service level. The methods
NN-DG and ETS-DG show the highest levels of fulfilled demand 𝐹 ,
reaching 77% and 76% respectively. A moderate result is obtained
by NN-Neg.-Bin. (68%), LGBM-DG (65%), NN-RB (64%), and ETS-RB
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Table 1
Forecast error metrics, averaged across the assembly groups. Avg. rank r̄, averaged across the forecast error metrics.
Model Distribution Group MAPE SMAPE MASE RMSE COV𝛼=0.5 QL𝛼=0.5 r̄
ETS Degenerate (DG) DG-DET 203% 80% 11.5 207 55% 4.6 ⋅ 103 5.5

RB RB-STO 225% 79% 55.5 217 58% 4.2 ⋅ 103 6.3
LGBM DG DG-DET 𝟏𝟎𝟖% 𝟕𝟑% 𝟔.𝟑 202 44% 4.0 ⋅ 103 2.3

RB RB-STO 113% 78% 44.5 216 46% 4.5 ⋅ 103 5.0
NN DG DG-DET 109% 122% 6.8 233 31% 4.6 ⋅ 103 6.5

RB RB-STO 109% 𝟕𝟕% 41.6 𝟏𝟕𝟎 𝟓𝟎% 𝟑.𝟑 ⋅ 103 2.5
Gaussian PM-STO 328% 114% 9.4 381 61% 8.7 ⋅ 103 7.7
Neg.-Bin. PM-STO 𝟏𝟎𝟑% 81% 6.6 𝟏𝟕𝟔 29% 4.1 ⋅ 103 4.2
Stud. T PM-STO 120% 82% 𝟔.𝟐 206 36% 4.0 ⋅ 103 4.5
Table 2
KPIs of the evaluation, averaged across the assembly groups. Spread of 𝑅𝑗 amongst products 𝑗 ∈ 𝐽 , quantified by the IQR.

Forecast Production Fulfilled Margins Costs Objective IQR
Method Distribution Group 𝐝 𝐗 𝐅 𝐌 𝐂 𝐎 of 𝑅𝑗

ETS DG DG-DET 100% 86% 76% 145% 75% 70 % 53.5
RB RB-STO 97% 70% 63% 120% 53% 68 % 40.4

LGBM DG DG-DET 73% 72% 65% 124% 46% 78 % 40.5
RB RB-STO 56% 48% 46% 88% 17% 71 % 30.9

NN DG DG-DET 90% 86% 77% 147% 56% 91 % 63.8
RB RB-STO 83% 68% 64% 123% 24% 99 % 48.9
Gaussian PM-STO 99% 5% 5% 9% 1% 8 % 5.6
Neg.-Bin. PM-STO 113% 73% 68% 131% 31% 𝟏𝟎𝟎% 40.1
Stud. T PM-STO 64% 42% 41% 79% 5% 74 % 31.3
Table 3
Objective values by assembly group; normalised to the highest value of each assembly group.

Group DG-DET RB-STO DG-DET RB-STO DG-DET RB-STO PM-STO PM-STO PM-STO
Assembly group ETS-DG ETS-RB LGBM-DG LGBM-RB NN-DG NN-DG NN-Gaussian NN-Neg.-Bin. NN-Stud. T

1 42 % 88 % 32 % 56 % 61 % 𝟏𝟎𝟎% 76 % 𝟗𝟖% 69 %
2 67 % 𝟏𝟎𝟎% 50 % 52 % 71 % 𝟗𝟗% 91 % 𝟗𝟗% 78 %
3 77 % 85 % 65 % 77 % 72 % 𝟏𝟎𝟎% 74 % 𝟏𝟎𝟎% 86 %
4 41 % 𝟏𝟎𝟎% 62 % 67 % 76 % 93 % 91 % 𝟏𝟎𝟎% 68 %
5 5 % 71 % 0 % 88 % 27 % 𝟗𝟓% 72 % 𝟏𝟎𝟎% 86 %
6 58 % 65 % 73 % 84 % 66 % 86 % 93 % 𝟏𝟎𝟎% 79 %
7 48 % 50 % 65 % 71 % 58 % 85 % 𝟗𝟗% 𝟏𝟎𝟎% 82 %
8 59 % 75 % 68 % 92 % 55 % 95 % 82 % 𝟏𝟎𝟎% 94 %
9 59 % 𝟗𝟔% 55 % 74 % 30 % 79 % 84 % 𝟏𝟎𝟎% 81 %
10 49 % 91 % 76 % 85 % 71 % 𝟗𝟖% 82 % 𝟏𝟎𝟎% 64 %
11 -30 % 80 % 58 % 𝟏𝟎𝟎% 42 % 𝟗𝟗% 86 % 𝟗𝟕% 93 %
12 67 % 89 % 70 % 93 % 73 % 𝟗𝟖% 87 % 𝟏𝟎𝟎% 86 %
13 80 % 91 % 62 % 68 % 75 % 57 % 𝟏𝟎𝟎% 89 % 48 %
14 -25 % 93 % 35 % 𝟏𝟎𝟎% -18 % 81 % 76 % 𝟏𝟎𝟎% 83 %
15 40 % 87 % 69 % 𝟏𝟎𝟎% 63 % 95 % 74 % 𝟗𝟖% 82 %
16 -6 % 𝟏𝟎𝟎% 39 % 86 % -5 % 60 % 𝟗𝟗% 84 % 58 %
17 -111 % 39 % -4 % 𝟗𝟔% 53 % 𝟗𝟕% 66 % 𝟏𝟎𝟎% 92 %
b
o

v
𝑅
s
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r
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(63%). The poorest results are seen with LGBM-RB (46%) and NN-Stud.
 (41%), and significantly lower, the NN-Gaussian (5%) approach.
lthough the fulfilled demand, or 𝛽-service level, is a typical goal for
C practitioners, it is merely an indicator and not the primary objective
f our optimisation.

With 147% and 145% respectively, NN-DG and ETS-DG achieve
he largest profit margins. However, while the latter does this at the
xpense of the largest observed inventory costs, NN-DG matches actual
emand much better, keeping inventory levels lower and achieving

the third highest objective. This pattern repeats for other groups of
pproaches. ETS-RB, LGBM-DG, NN-RB, and NN-Neg.-Bin. all achieve
imilar profit margins, but while the first two require substantial levels
f inventory to cover demand, the second two operate much more
fficiently, eventually achieving a higher objective. LGBM-RB and NN-
tud. T fully commit to the latter strategy, keeping inventory levels
onsiderably lower than all other approaches. While it saves holding
osts, it leads to the lowest fulfilled demand and profit rates, which is
ventually an unfavourable tradeoff.

Analysis on assembly group level. In Table 3, we show the objective
function values evaluated at the assembly group level. The primary
takeaway is that the trends observed at the aggregated level are also
evident at the assembly group level for the majority of assembly groups.
For 15 out of 17 assembly groups, the NN-Neg.-Bin. method is either
9 
the best or within 3% of the best solution, consolidating its strong
performance on the aggregate level. For the NN-DG method, this holds
true for 7 out of 17 groups. Notably, for three assembly groups, the NN-
Gaussian, ETS-DG, and LGBM-RB methods perform exceptionally well,
eing the best or within 3% of the top solution, but these groups do not
verlap. This suggests that for further improvements, the approaches,

primarily the forecast methods, should be tailored to specific assembly
groups or even individual products. The remaining KPIs at the assembly
group level can be found in the Supplementary material A.

Correlation of forecast accuracy and objective. After analysing the fore-
cast errors and the optimisation results independently, it is crucial
to consider their correlation. We evaluated the correlation between
arious forecast error metrics and the relative objective function value
𝑗 using Spearman’s rank correlation coefficient (Spearman’s 𝜌), which

pans from −1 to 1. In this context, a perfect correlation would be −1,
ndicating a linear relationship in which a reduction in the forecast er-
or metric corresponds to an improvement in the value of the objective
unction. Table 4 presents the findings of the correlation analysis.

Unsurprisingly, the relative forecast error metrics MAPE and SMAPE
exhibit moderate to strong negative correlations of −0.53 and −0.69
on average, respectively. This indicates that across all models (with
the exception of the poorly performing NN-Gaussian), an increase in
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Table 4
Correlation between the forecast error metrics and 𝑅𝑗 measured by Spearman’s 𝜌.
Model Distribution Group MAPE SMAPE MASE RMSE COV𝑞=0.5 QL𝑞=0.5 𝜌̄
ETS DG DG-DET -0.64 -0.72 -0.03 0.00 -0.44 -0.01 -0.31

RB RB-STO -0.54 -0.75 -0.32 -0.10 -0.23 -0.07 -0.34
LGBM DG DG-DET -0.57 -0.69 -0.02 -0.09 -0.29 0.01 -0.28

RB RB-STO -0.54 −𝟎.𝟖𝟐 -0.29 -0.12 0.00 -0.07 -0.31
NN DG DG-DET -0.66 −𝟎.𝟕𝟗 0.05 -0.04 -0.12 0.08 -0.25

RB RB-STO -0.64 −𝟎.𝟖𝟎 -0.18 0.02 -0.08 0.07 -0.27
Gaussian PM-STO 0.08 -0.24 0.05 0.17 0.26 0.18 0.08
Neg.-Bin. PM-STO -0.68 -0.67 -0.05 -0.04 -0.51 0.08 -0.31
Stud. T PM-STO -0.55 -0.76 -0.36 0.05 -0.36 0.11 -0.31

𝜌̄ -0.53 -0.69 -0.13 -0.02 -0.20 0.04 -0.25
Fig. 5. Objectives function values by inventory holding costs ℎ𝑗 , normalised to maximum per target 𝛽-service level.
e
d
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relative prediction accuracy improves relative net profit. The correla-
ions for all other forecast error metrics are approximately 0, suggesting
hat they are not correlated with the objective. The reason is that one

of the observed quantities is relative (relative profit), while the other
is absolute (absolute errors). Products with larger demand volumes
often exhibit more absolute volatility and hence cause a larger absolute
forecast error. While absolute profit also increases simply due to the
larger absolute volumes, this is not necessarily the case for relative
rofit, leading to the absence of correlation. Since the same logic
pplies to relative errors and absolute profit, this shows that for groups
ith different target volumes, both the error metric and objective

function must be expressed in relative terms.

Other service levels. Finally, in Fig. 5, we vary the inventory holding
costs ℎ𝑗 to examine the impact on model performance. At ℎ𝑗 = 100,
he three DG forecasts ETS-DG, NN-DG, and LGBM-DG, along with
TS-RB, perform so poorly that the objective function values become

severely negative. This situation improves significantly for ℎ𝑗 = 66.67
nd ℎ𝑗 = 42.86, although these approaches still rank among the worst
erforming. The best results for ℎ𝑗 = 100, ℎ𝑗 = 66.67, and ℎ𝑗 = 42.86
re achieved by NN-RB and NN-Neg.-Bin., followed by LGBM-RB and
N-Stud. T, which interestingly show almost identical values across all

nventory holding cost variations. The demand forecast by NN-Gaussian
s so low that for ℎ𝑗 = 100, ℎ𝑗 = 66.67, and ℎ𝑗 = 42.86, the optimiser
ecides not to produce anything. In the chosen problem formulation
n this paper, this implies that there are neither profit margins nor
nventory holding costs, leading to an objective function value of 0.
or ℎ = 11.11, and ℎ = 5.26, the values of all approaches converge.
𝑗 𝑗

10 
This is because, with such low inventory holding costs, the optimiser
decides to produce as much as possible. Given the limited production
capacity, it is not feasible for the methods to outperform others using
more accurate forecasts; they can only surpass others if the distribution
of forecasts among the products is more precise.

Computational effort. To conclude this section, we compare the ap-
proaches based on the time complexity of solving the optimisation
problem. On the prediction side, there is no notable time difference
between probabilistic and point forecasts, other than the additional
ffort required to process larger datasets. In our numerical study, the
eterministic optimisation model was solved in an average of 2.4 s. In
ontrast, the stochastic model, which incorporates demand variability,
equired an average of 8 min and 39 s. These computations were carried
ut using the Gurobi solver with 10 threads on a shared compute
ool with servers of different capacities. While the stochastic model
ook longer, the solution time of under ten minutes is still practical for

real-world applications, particularly given its superior results.

6. Conclusion

Our study has primarily focused on different approaches to combin-
ing probabilistic forecasting, enhanced by state-of-the-art ML methods.
These approaches were then used with stochastic optimisation to tackle
the MPS problem. We have demonstrated the efficacy of novel tech-
niques through extensive experimentation. The following key points
summarise our contributions and the implications of our research:
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• Established Effectiveness of Probablistic Forecasting with Stochas-
tic Optimisation: The RB-STO and PM-STO approaches yielded
the best objective function values in the optimisation, demon-
strating the superiority of combining probabilistic forecasts with
stochastic optimisations. These innovative approaches outper-
formed those relying solely on DG forecasts with deterministic
optimisation. By experimenting with the combination of prob-
abilistic forecasting with stochastic optimisation, we also count
the following sub-points among the contributions of this paper:
(1) Pioneering the integration of probabilistic forecasting to solve
the MPS problem and (2) Confirming the robustness of stochastic
optimisation.

• Challenged the Use of the Gaussian Distribution: The results of our
experiment are also a crucial challenge to the established norm of
assuming a Gaussian distribution, which is foundational for many
traditional approaches. We realised that instead of blindly using a
Gaussian distribution, it was critical to choose a distribution that
allows the NN to accurately approximate the underlying data. By
doing so, we observed a better performance in solving the MPS
problem.

• Confirmed Superiority of ML Forecasting Methods: Our results high-
light that the top ML predictions surpass the non-ML in cap-
turing non-stationary and seasonal demand patterns. Moreover,
they maintain a minimal variation in the relative objective func-
tion value, as indicated by the IQR, demonstrating increased
robustness.

• Breadth and Scope of Experiment Results: This point is based on
two aspects that demonstrate the paper’s considerable depth: the
extensive range of real-world data; and the evaluation of multiple
forecasting methods.
Firstly, using the huge range of seventeen datasets allowed us
to conduct our experiment within real-world conditions. The
inherent limitation of real-world data is its obfuscation of true
demand distributions; each product has only one sales value
available, equivalent to demand only in the absence of stockouts
or other impediments. By including such limitations, we are able
to provide more comprehensive and truer-to-reality results.
Secondly, with a total of nine approaches being used, we con-
ducted a wide-ranging analysis of the benefits and limitations of
using the DG-DET, RB-STO, and PM-STO methods.
By combining an ambitious range of approaches with large and
multiple datasets, we were able to make robust and reliable
observations. We observed consistent patterns in our results when
assessed at the assembly group level. However, certain data sets
show excellent performance with the ETS with a residual-based
distribution (ETS-RB) method. Thus, we conclude that, while
general guidelines can be provided, experimenting with different
approaches is crucial to achieve the best results.

Practical implications. This research bridges the gap between advanced
orecasting methodologies and their practical application in SCs. By

using real-world datasets, our approach tackles the core inventory
management challenge of accurately managing over- and underage
costs without relying on proxy metrics like service levels. We provide
a roadmap for practitioners to incorporate probabilistic forecasting
seamlessly for diverse operational contexts, offering a clear pathway
from data preparation to optimisation.

While the guidance provided by this research allows the individual
o seek out the correct approach for themselves, we also provide

evidence that stochastic optimisations yields generally superior results.
wing this superiority to the comprehensive analysis of diverse sce-
arios, the research underlines the importance of accurately predicted
istributions. Future practitioners should pay heed to this finding.

When using point forecasts, it is necessary for most SC scenarios
to modify negative demand values to 0 after the prediction through
post-processing. This approach is suboptimal, as manually adjusting the
11 
forecast values introduces a two-step forecasting method, potentially
impacting the accuracy of the forecasts in unpredictable manners.
Therefore, it would be better for demand forecasting to choose discrete
and nonnegative probability distributions, with parameters predicted
by NNs. Fortunately, training NNs for probabilistic forecasts requires
roughly the same effort as training for point forecasts. Although the
management and processing of such data volumes does require more
storage and computational power, modern big data technologies can
mitigate this drawback.

To guide practitioners, we recommend first using the simpler RB-
STO approaches. By using data from previous forecasts stored in de-
mand planning software, these approaches provide results comparable
to the more complicated PM-STO approaches. However, the results are
only similar in cases where long time series are available. As such, we
advise using PM-STO approaches that work on both long and short time
series. Additionally, training NNs for probabilistic forecasting on his-
torical data is more efficient than retraining point forecasts in a rolling
manner on the whole history. In the latter option, one risks incurring
huge computational expenses, for instance while testing new features.
Instead, the former option allows data scientists to shorten learning
and optimisation cycles and thereby improve more rapidly. This is
crucial, as the outcomes of the MPS are significantly dependent on the
accuracy of the forecasts. A further benefit of PM-STO approaches is
their quick adjustment to major demand pattern changes, such as those
experienced during the pandemic, as the NNs can learn during training
rom features to disregard outdated observations.

Future direction. This paper provides numerous opportunities for fur-
ther exploration. A promising avenue involves evaluating the outlined
approaches with a rolling planning horizon. Other interesting directions
would be to alternate capacity constraints to simulate both under- and
overage situations. An alternative to the RB-STO group of approaches
could be fitting distributions on the forecast residuals and subsequently
sampling them. The ML-based forecast models could further improve
with more sophisticated feature engineering.

Our work lays the foundation for broader exploration into adaptive
SC solutions. Exploring alternative forecasting models and different dis-
ributions for the PM-STO group of approaches could enhance overall
esults. In particular, this paper did not delve into the complexities
f probabilistic lead times or supply uncertainty, both of which add
ifficulty to the problem but could significantly enhance robustness if
ddressed correctly.

We strongly encourage research based on real datasets, avoiding
implistic assumptions about demand distributions. This convergence
f the research areas operations research and time series forecasting
s essential. Only through this integration can the outcomes of these
esearch topics become relevant for practical applications. Ultimately,
his research enhances the resilience of modern SCs by providing a
lexible and robust framework for managing uncertainty, empower-
ng organisations to maintain efficiency and agility in the face of
nforeseen challenges.
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