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Introduction

Choosing a title for this thesis proved unexpectedly challenging. Ideally, a thesis
title offers a concise yet meaningful summary of years of research. While a title
like Essays in Economics might have sufficed, it felt too broad to capture the
specificity of my work. Without the inclusion of the third chapter, Essays in the
Science of Sciences might have been an option, but it would have suggested a
depth of expertise in the science system that I do not claim. Ultimately, Essays
in Applied Econometrics emerged as the most fitting choice, reflecting the thesis’s
primary focus: developing and employing quantitative methods to causally answer
three empirically motivated questions.

Applied econometrics not only provides the methodological foundation for this
thesis, but is also the field I have enjoyed and excelled in the most throughout my
studies. At its core, applied econometrics refers to the use of econometric methods
on real-world data to analyze quantitative models. When applied thoughtfully
– and often creatively – it offers a powerful framework for causal inference, the
disentanglement of exogenous influences from endogenous confounders. While
these methods may sometimes appear artificial or overly meticulous to the outside
reader, they are essential for deriving credible and robust conclusions. This thesis
demonstrates how these methods can be leveraged to gain insights into three
pressing socio-economic questions.

Chapter 1 investigates how appointing a female professor through affirmative ac-
tion affects universities’ hiring decisions and gender attitudes. Despite an increase
in the share of women pursuing academic careers, women currently hold only
one in four professorships. This gender imbalance has motivated the implementa-
tion of affirmative action policies, such as Germany’s Professorinnenprogramm,
which provides financial incentives to universities for appointing women to full
professorships. These interventions are subject to considerable debate, with
proponents claiming they are essential to address systemic barriers hindering
women’s advancement, while opponents fear they may undermine merit-based
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hiring. Employing an instrumental variable design that leverages retirement prob-
abilities among existing professors as an instrument for subsidy uptake, I find that
the Professorinnenprogramm significantly increases the likelihood of appointing
women as full professors. However, these appointments do not appear to influence
subsequent female hiring at the professorial level, and have limited trickle-down
effects for junior researchers. Notably, the program does significantly increase
the share of female Ph.D. students, especially among those who completed their
undergraduate studies in the same department, suggesting a role model effect.
Despite these changes, there is no measurable impact on research productivity
or thematic focus within departments. Finally, I estimate that two-thirds of
subsidized appointments would have occurred without the program, implying
that departments strategically use subsidies to hire women they would have hired
anyway.

Chapter 2 investigates the impact of restricted access to scientific knowledge
on the production and dissemination of new research, leveraging the quasi-
natural experiment created by the rise of Sci-Hub. While the internet has
dramatically reduced the marginal cost of distributing scientific articles, access to
the majority of peer-reviewed research remains restricted behind paywalls, with
only approximately 20% of journals offering open access. This restriction raises
questions about whether these financial and legal barriers inhibit the production
of knowledge, a critical factor for economic growth. Despite potentially significant
impacts, rigorous evidence on this issue is limited due to the endogenous nature
of journal access. To address this challenge, this chapter, co-authored with
Jens, uses the emergence of Sci-Hub, an online platform providing free access to
paywalled academic articles, as a natural experiment. Employing an instrumental
variable approach based on social connectedness to Almaty, Kazakhstan – Sci-
Hub’s origin – we analyze global data on platform usage and scientific output to
identify causal effects. Our findings indicate that increased access via Sci-Hub
significantly increases the consumption of paywalled research, as measured by a
greater share of references to closed-access journals. Furthermore, we find evidence
that researchers in regions with higher Sci-Hub usage produce more highly cited
work, indicating improvements in research quality, though these effects do not
extend to publications in higher-ranking journals or shifts in research topics. The
findings highlight the transformative potential of open access in democratizing
scientific advancement.

Chapter 3, co-authored with Alida Sangrigoli, Giuseppe Sorrenti, and Gilberto
Turati, explores the intersection of public health and governance. We evaluate
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how media coverage of corruption scandals affects the behavior of public health-
care workers. Focusing on Italy’s National Health Service, the study analyzes
the reactions of medical staff involved in organ procurement to two prominent
corruption scandals – one involving a hospital manager and the other a surgeon.
Using a difference-in-differences approach, we compare regions with varying levels
of media exposure to these scandals to assess their impact on reported organ
donations. Our findings show that media coverage of the surgeon scandal, but
not the manager scandal, leads to a significant decline in organ donor reports,
indicating that healthcare workers are especially sensitive to corruption within
their professional ranks.





Chapter 1

Consequences of Affirmative
Action: The Impact of Hiring a
Female Professor

1.1 Introduction

Despite an increase in the share of women pursuing academic careers, women
currently hold only one in four professorships (European Commission, 2021). In
response, policies meant to strengthen the presence of women among professors
are becoming increasingly common. These policies include quotas for female
recruitment (NRW, 2014; Wallon, Bendiscioli and Garfinkel, 2015), female quotas
in funding schemes (National Health & Medical Research Council, 2022), and
mandated female representation on academic evaluation panels (Swiss National
Science Foundation, 2021).

However, diversity policies are controversial. Proponents argue that intervening
in the labor market’s matchmaking process is necessary to overcome institutional
barriers that impede women’s advancement to leadership positions (Mengel,
Sauermann and Zölitz, 2019; Card et al., 2020; Dupas et al., 2021; Kleemans and
Thornton, 2021; Sarsons et al., 2021; Janys, 2024). Exposure to women can break
down negative perceptions by allowing them to demonstrate their capabilities

∗ I am grateful to Antonio Ciccone, Ulf Zölitz, Jens Oehlen, Giuseppe Sorrenti, Fabian
Waldinger, Michèle Tertilt, Philipp Ager and Camille Urvoy, for helpful comments and en-
couragement. I thank audiences at the University of Mannheim, University of Munich and
Stockholm University for comments. The author declares no relevant or material financial
interests that relate to the research described in this paper. All errors are my own.
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(Dahl, Kotsadam and Rooth, 2021) and create an environment that supports
the advancement of other women through role model effects (Jensen and Oster,
2009; Porter and Serra, 2020). Opponents argue that in the absence of highly
qualified women, diversity policies may undermine merit-based hiring and deepen
the quality gap between male and female candidates. This may reinforce negative
stereotypes by displacing competent men with less qualified women and possibly
lead to resistance from within targeted organizations (Whelan and Wood, 2012;
Besley et al., 2017).

Hence, some studies support diversity policies among professors. Others do
not. Surprisingly, we lack empirical evidence on how deliberately increasing the
representation of women among professors impacts universities.

In this paper, I provide such evidence by analyzing an affirmative action policy
introduced by the German Ministry of Education, the Professorinnenprogramm.
The program subsidizes the first-time appointment of women to permanent full
professorships, offering up to 825,000 Euros per position over five years. Since its
inception in 2008, the program has supported the appointment of 845 women,
12% of all female professorship appointments in Germany.

For identification, I exploit the program’s subsidy allocation process. Universities
that pass an initial application process become eligible for up to three subsidies.
Eligible universities then allocate these subsidies across their departments. To
address endogeneity in subsidy allocation, I exploit the program’s requirement
that subsidized appointments must be permanent appointments, which requires
permanent financing by the university once the five-year subsidy has expired. This
requirement increases the likelihood that subsidized appointments are assigned
to departments with a high probability of full professor retirements during or
following the subsidy period. Retirement probabilities satisfy the exclusion
restriction, as they are determined by historical hiring patterns and are very
difficult to adjust given the regulation of retirement in German public universities.
Institutional constraints further reinforce this argument: departments cannot
independently create new permanent positions – these require negotiations with
the federal states and are typically only justified in response to increased teaching
demands – nor can they demand or incentivize early retirement. I strengthen this
design by also considering retirement probabilities of departments in ineligible
universities – those rejected in the initial application stage. This additional
cross-sectional variation helps disentangle retirement-driven trends from program
effects, allowing identification under considerably weaker assumptions.



1.1. Introduction | 7

I find that my instrument for subsidy uptake is a strong predictor of female hiring.
At eligible universities, a 10 percentage-point higher probability of experiencing at
least one retirement within the next five years is associated with a 4.7 percentage-
point higher probability of appointing a female professor compared to ineligible
universities, beyond their pre-existing hiring differences. I validate my identi-
fication strategy through multiple robustness checks. Retirement probabilities
do not predict female hiring outside subsidy periods or at ineligible universities.
Additionally, the observed correlation clearly stands out from a distribution of
placebo estimates generated by randomly reassigning university eligibility and
departmental retirement probabilities.

Following the appointment of a female professor, the subsequent hiring of full
professors remains unchanged. My findings suggest that affirmative action neither
facilitates nor impedes the advancement of other women to full professorships.

Among junior researchers, trickle-down effects are limited: there is no statistically
significant change in female hiring at the assistant professor or postdoctoral level.
However, at the Ph.D. level, the number of women increases by 19%, rising to
29% for doctoral students who completed undergraduate studies in the same
department. I provide evidence that this effect is likely to be driven by increased
interaction between female students and newly appointed female professors. This
mechanism aligns with existing research identifying role models as crucial factors
for the advancement of female academics (Porter and Serra, 2020; Blau et al.,
2010; Ginther et al., 2020).

Next, I examine how exposure to a female professor influences collaboration
patterns. Existing research suggests that exposure to underrepresented groups
can reduce stereotypes and increase future engagement with those groups (Carrell,
Hoekstra and West, 2015). I hypothesize that if negative stereotypes exist,
shifts in gender attitudes might be reflected in the share of female co-authors.
Overall, I find no significant increase in female co-authorship. However, when
disaggregating effects by gender, I observe a modest rise in male faculty co-
authoring with women, particularly two to three years after a female professor
joins the department. This effect is primarily driven by junior male faculty –
defined as tenured professors with below-median experience – who exhibit a 24%
increase in female co-authorship. Further analysis suggests that this pattern
emerges mainly from new mixed-gender collaborations originating within the
peer network of newly appointed female professors. Taken together, these results
indicate that gender attitudes are malleable through increased exposure to women.
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I also assess whether the presence of an additional female professor affects a
department’s research productivity. Neither the quantity nor quality of publica-
tions – measured through journal rankings and citations – shows a noticeable
shift. Additionally, I investigate whether existing department members engage
with new research areas following the arrival of a female professor. Prior studies
suggest that women often prioritize different research topics (Dolado, Felgueroso
and Almunia, 2012; Chari and Goldsmith-Pinkham, 2017), potentially influencing
their colleagues’ research trajectories. My analysis of department-specific topic
profiles reveals no significant thematic shifts.

Finally, I quantify the program’s effectiveness in generating female professorships
that would not have occurred in the absence of subsidies. To do so, I compare
changes in female hiring across fields with high and low shares of subsidized
appointments, relative to the pre-funding period. This analysis relies on sub-
stantially stronger identifying assumptions than the previous analysis. Most
importantly, it assumes that trends in female hiring would have evolved similarly
across fields in the absence of the program, once field-specific linear time trends
are accounted for. My estimates suggest that roughly two-thirds of subsidized
female hires would have been made in the absence of the program, implying that
departments strategically use subsidies to hire women they would have recruited
anyway. Based on my estimates, it takes approximately 2.9 subsidized appoint-
ments – costing approximately 2.2 million Euros – to generate one additional
female professor who would not have been hired without the program.

My study adds to a line of research on how diversity in leadership roles impacts
the advancement of women. Most existing studies focus on corporate settings and
elections. For example, gender quotas in local governments in India yield mixed
results regarding increased women’s political participation (Chattopadhyay and
Duflo, 2004; Bhavnani, 2017). Beaman et al. (2009) find that female representation
reduced gender disparities in aspirations and education through role model effects.
However, women running for re-election do not result in increased entry of
new women candidates (Bhalotra, Clots-Figueras and Iyer, 2018). Conversely,
De Paola, Scoppa and Lombardo (2010) document that a short-term gender quota
in local government in Italy boosted women’s political participation. In Norway,
gender quotas on corporate boards had limited impact beyond immediate changes
in board composition (Bertrand et al., 2019). In academia, several studies suggest
that female role models can influence the career choices of female students. Porter
and Serra (2020) show that exposure to a successful female alumna increases the
likelihood of female students choosing an economics major by 89%. Carrell, Page
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and West (2010) find that top female students at the US Air Force Academy are
26 percentage points more likely to complete a STEM major when taught by
female instructors. Bagues et al. (2023), in their analysis of Spain, investigate
the appointment of female professors and its impact on future hiring and Ph.D.
enrollment. Their identification strategy relies on random assignment of full
professorship applicants to peer evaluators. Unlike my findings, they report no
effect on the share of female Ph.D. students, though they do not specifically focus
on students who completed their undergraduate studies in the same department,
where I find the most significant increase. In addition, their analysis includes the
hiring of tenured associate professors, whereas my study focuses exclusively on
full professorships. This distinction may be important, as newly appointed full
professors in Germany typically have greater autonomy and resources, including
the capacity to recruit and fund Ph.D. candidates. In contrast, newly hired
professors in many Spanish universities often lack comparable institutional support
or funding, which may limit their ability to supervise or employ Ph.D. students.

A related set of studies evaluates how diversity affects performance. Ahern and
Dittmar (2012), Matsa and Miller (2013), and Nygaard (2011) evaluate the effect
of Norway’s board composition quota on firm performance and governance, finding
no definitive results. Kim and Starks (2016) demonstrate that gender diversity
on U.S. corporate boards can enhance firm valuation, driven by the contributions
of female directors. In Italy, Flabbi et al. (2019) show that female corporate
leadership positively impacts the upper end of the female wage distribution while
negatively affecting the lower end, with overall firm performance benefiting from
a higher proportion of female workers. Hoogendoorn, Oosterbeek and Van Praag
(2013) analyze the impact of gender diversity on business team performance in a
field experiment, finding that mixed-gender teams outperform male-dominated
teams in terms of profit and sales. I extend the existing literature by not
only assessing changes in hiring but also analyzing the broader effects of these
appointments on research output and collaboration patterns. Achieving gender
parity might lead to more balanced policy recommendations and a broader
range of research questions, as women tend to have different policy priorities
compared to men. For instance, surveys among economists indicate that women
are generally more supportive of government intervention and environmental
regulation, whereas men are more inclined to prioritize economic growth and
are less concerned about inequality (Chari and Goldsmith-Pinkham, 2017; May,
McGarvey and Kucera, 2018). I contribute to this literature by showing that
the appointment of a female professor does not lead to a thematic shift in the
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department’s overall research agenda, nor is there a clear tendency to focus more
on female-related topics. I am unaware of other studies that causally identify the
effect of diversity on the direction of academic research.

Further, my study contributes to a body of research that evaluates policies aimed
at increasing the representation of women among full professors. Appendix Figure
1.B.1 indicates that among currently evaluated policies, mentoring programs
stand out as the sole measure efficiently increasing the proportion of female
full professors. Blau et al. (2010) and Ginther et al. (2020) demonstrate in a
randomized control trial that junior female economists in the U.S., when mentored
by a senior woman, achieve significantly higher tenure rates (+77%), top-tier
publications (+175.6%), and grants (+294.8%). However, the current share of
senior female professors is too low to support the large-scale implementation of
mentoring programs. In addition, mentoring programs are costly as they burden
already stretched senior female researchers (Vernos, 2013; Guarino and Borden,
2017) and their efficiency is likely to decrease with the number of participating
junior women.1 Other policies have proved inefficient in increasing the share of
women among professors.2 Bagues, Sylos-Labini and Zinovyeva (2017) evaluate
the random assignment of academics to hiring committees in Italy and Spain,
finding that the presence of a female evaluator can reduce female candidates’
chances of success by around 5.3% in Italy and 3.3% in Spain. Deschamps (2018)
documents a similar effect in sign and magnitude when evaluating gender quotas
in academic hiring committees in France. Antecol, Bedard and Stearns (2018)
show that ‘tenure clock stopping policies’ do not significantly affect tenure rates
and can even disadvantage female candidates when also men are eligible. Notably,
no prior research evaluates the efficiency of affirmative action policies in academia,
despite theoretical work highlighting their efficacy (Siniscalchi and Veronesi,
2020). This paper addresses this gap. I show that two-thirds of subsidized female
appointments – an implicit affirmative action policy – would have occurred in the
absence of the program, suggesting that departments often strategically utilize

1 Another concern with mentoring is the potential for self-image bias among advisors (Lewicki,
1983). Mentors will likely advise young researchers to become like them and adopt their research
characteristics. In the process, young researchers give up some of their characteristics. While
this may improve female participation, it shifts the research characteristic distribution toward
the mentor, leading to the under-representation of valuable research characteristics in the
limit; assuming that all research characteristics are equally valuable in the research process
(Siniscalchi and Veronesi, 2020).
2 Carnes et al. (2015) and Devine et al. (2017) document a significant rise in female hires
following a gender bias workshop at the University of Wisconsin-Madison. However, they cannot
rule out that their effects are driven by unobserved field- or university-specific factors as the
intervention only took place at a single university.
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subsidies to hire women they would have hired anyway. This implies that the cost
of an additional female professorship is 2.1 million Euros; roughly three times the
cost of a subsidized appointment.

The rest of the paper is organized as follows. The next section outlines the
institutional setting. Section 1.3 describes the data. Section 1.4 outlines the
empirical framework, the results of which are discussed in Section 1.5. Section
1.6 concludes.

1.2 Background

In 2023, approximately 2.9 million students were enrolled in institutions of higher
education in Germany. Of these, 50% attended public universities, 37.5% were
enrolled at universities of applied sciences, and 8.2% at private universities. The
remaining 4.3% studied at specialized institutions such as universities of public
administration, art and music colleges, teacher training colleges, and theological
colleges (CHE Hochschuldaten, 2024). While all types of institutions of higher
education can apply for funds from the Professorinnenprogramm, this analysis
focuses exclusively on Germany’s 83 public universities, as listed in Appendix
Table 1.A.1. Other institutions, such as teacher training colleges and universities
of applied sciences, are excluded, as they primarily offer practice-oriented, career-
focused education.

Public universities are autonomous entities under state oversight, with most state
constitutions granting them the right to self-administer within the framework
of the respective State Higher Education Act (Landeshochschulgesetz). This
autonomy leads to substantial variation in legal rules and regulations across
institutions. The following overview outlines the most common practices.

1.2.1 German University System

More than two-thirds of the financial resources for universities in Germany are
provided by the states, while the federal government contributes 20% (HRK,
2024). Each federal state allocates funding to its universities based on factors
such as student enrollment and research performance. University budgets are
typically set annually or biennially through negotiations between universities and
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the federal ministries of research. For example, BW-MF (2022) lists the specific
budgets for universities in Baden-Wuerttemberg for the year 2022.

German universities typically organize themselves into specialized departments,
each focused on a specific academic field, such as economics. Related fields
are grouped into faculties; for instance, economics is usually part of the social
sciences faculty. The Federal Statistical Office of Germany recognizes 33 distinct
academic fields and eight faculties, as outlined in Appendix Table 1.A.2. On
average, each university encompasses sixteen fields, resulting in a total of 1,342
unique departments. Within departments, academic leadership is often divided
among chairs, which are organizational units led by professors.

Full Professors While some German universities have introduced tenure-track
systems, they are not yet widely adopted. Consequently, most German universities
do not follow the U.S. model of categorizing professors into assistant, associate,
and full ranks. Instead, the primary distinction is between full professors and
assistant professors.3 Full professors are permanent civil servants, while assistant
professors hold temporary positions that may be either tenure-track or non-
tenure-track positions. As permanent civil servants, full professors enjoy job
security, with dismissal only possible in cases of severe misconduct.4 The statutory
retirement age is gradually rising, starting at 65 for individuals born before 1946
and reaching 67 for those born after 1964. Professors have the option of early
retirement from the age of 63 associated with a pension reduction of 3.6% per year.
Upon request, they can extend retirement to their 70th birthday (§14 in BMJ
(2024)).5 Salary and pension payments are complemented by costs supporting
the professor in fulfilling their duties, like academic support staff and research
equipment.

To manage and forecast these costs, professors (as well as other civil servant
positions) are assigned designated positions in the federal states’ budget, so-

3 Additionally, there are special cases such as endowed professorships (funded by third-party
sources like companies), joint professorships (co-funded with non-university research institutions),
honorary professors (part-time university lecturers), and guest professors, which I exclude from
the analysis.
4 The termination of the civil servant status is regulated in §31 BBG, §22 BeamtStG, and
§§32 – 36 BBG, §23 BeamtStG.
5 In particular, retirement can be extended to the age of 68 if there are no conflicting
institutional reasons, while postponement until the age of 70 requires a compelling institutional
interest.
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called ‘Planstellen’.6 While departments are autonomous in the appointment
of individuals to a professorship, the creation and renewal of ‘Planstellen’ can
only be authorized in accordance with the federal state. Usually, the creation
of new full professorships is tied to predictable long-term increases in teaching
demand resulting from higher student demand or the accreditation of new study
programs.7

Appointing Full Professors A full professorship is filled through a formal-
ized appointment procedure.8 First, the position is publicly advertised, often
internationally.9 Then, the department selects an appointment committee, which
oversees the entire appointment process and is tasked with finding and recruit-
ing the most suitable candidates for the position. The committee consists of
department members but can sometimes also include external members. After
the application deadline, a hearing is conducted, inviting the most promising
candidates. The hearing typically includes a public seminar and interviews with
department members. After the hearing, the committee selects the most suitable
6 Appendix Figure 1.B.2 displays an excerpt from the 2019 budget of the state of Baden-
Wuerttemberg, detailing the employment plan for the University of Mannheim.
7 To predict changes in teaching demand, administrators compare future teaching demand
with contemporaneous teaching resources. The stock of teaching resources can be calculated by
weighting the department personnel by their position-specific teaching obligations. Teaching
obligations differ by positions and state and are normally measured in teaching units. Usually, a
teaching unit roughly translates to 15 lectures of 45 minutes per semester (this excludes pre- and
post-lecture preparation). For example in the state of North Rhine-Westphalia full professors are
assigned nine teaching units per semester, while assistant professors are assigned five teaching
units per semester (NRW, 2009). Future teaching demand is calculated by multiplying the
anticipated student body by the average course-specific teaching load. Usually, students are
expected to participate in 20 lectures of 45 minutes per week. Short-term deviations can be
addressed by hiring lecturers on a temporary basis. For instance, in 2013, a significant increase
in temporary lecture positions occurred following a school reform, which saw the completion of
two secondary school classes, effectively doubling the count of first-year university students.
8 To formally qualify as a university professor, candidates must show “additional scientific
qualifications” beyond their PhD. In Germany, this is often done through a habilitation, an
academic exam that demonstrates competence in both research and teaching. Alternatively,
candidates can fulfill this requirement through an assistant professorship or by proving “equiv-
alent achievements”. What counts as equivalent varies by field and is not standardized. It
might include work similar to a habilitation thesis or a set of published articles (cumulative
habilitation).
9 Although a public and, in most cases, international advertisement for a vacant professorship
is generally legally required, there are circumstances where this requirement can be waived
entirely or the appointment process significantly simplified. The specific state higher education
laws outline varying conditions for such cases. For example, no advertisement is necessary if a
temporary civil servant or employee position is to be converted into a permanent one or in the
case of the availability of an exceptionally qualified individual whose recruitment is of special
interest to the university. In some federal states, the Ministry of Science must also approve
the advertisement of the professorship, while at some universities, this decision lies with the
academic senate.
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candidates and requests external, independent evaluations. Following this, the
appointment committee ranks and nominates up to three top candidates. After
an offer is made, negotiations over the offer occur in a meeting with the dean and
the rectorate, covering details like additional compensation and research budgets.
Following the negotiation, the university extends a written offer to the candidate.
If declined, subsequent candidates are considered until the position is filled or a
new advertisement is required.

Assistant Professors Although tenure-track assistant professorships were
introduced in 2002, two-thirds of assistant professorships remain non-tenure
track. Non-tenure track positions are typically six-year temporary civil service
roles. After this period, candidates undergo an evaluation and, if positively
assessed, may receive a two-year extension. While candidates are free to apply
for permanent positions – such as full professorships – at other institutions at
any time10, they cannot formally request an internal evaluation for a permanent
role at their current institution.

In contrast, tenure-track assistant professorships are designed to transition into
permanent positions following a successful final evaluation. A key distinction is
that candidates in tenure-track roles are entitled to request an internal evaluation
for a permanent appointment. Like non-tenure track positions, tenure-track roles
are temporary civil service appointments within the W1 salary bracket.

The hiring process for assistant professorships mostly mirrors that of full profes-
sors.

Other Researchers The remaining academic personnel within a department
includes post-doctoral researchers, doctoral candidates, and research assistants,
who are primarily engaged in research activities. They are supported by lecturers
and teaching assistants, whose roles are more focused on instruction.

In the German system, doctoral candidates are often hired directly by individual
professors – typically through their chairs – rather than through centralized
graduate schools, as is more common in the US or UK. This more personalized
hiring process may help explain some of the effects observed on Ph.D. recruitment
following professorial appointments.

10 The situation is different for those pursuing a habilitation, who typically remain at the same
institution until the process is complete.
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1.2.2 Professorinnenprogramm

The Professorinnenprogramm is an affirmative action policy initiated by the
German Ministry of Education to enhance the representation of women among
full professors. The program provides a five-year subsidy of up to 825,000 Euros
(165,000 Euros per year) to cover costs associated with the initial appointment of
women to full professorships. These expenses include the professor’s salary, as well
as costs for support staff and research equipment. Universities that successfully
complete an initial application procedure can receive subsidies for up to three
positions.

Subsidies are contingent on two conditions. First, they are limited to women
being appointed to a full professorship in Germany for the first time. Second,
the subsidies are available only for permanent positions. This typically requires
either the creation of a new budgeted permanent position in coordination with
the federal state or the availability of an existing vacant permanent position. The
program also supports ‘early appointments’ of female full professors – defined
as appointments to positions that are not yet permanently budgeted – provided
there is a guaranteed transition to a regular, budgeted professorship by the end
of the subsidy period.

Initiated in 2008 with a budget of 150 million EUR (wave 1), the program was
renewed in 2013 (wave 2), 2018 (wave 3), and 2023 (wave 4), each time with
subsequently increasing budgets (see Table 1.3). The budgets for each wave are
distributed in two application calls, detailed in Table 1.1. Universities that receive
positive evaluations in the first call of a wave cannot reapply in the second call
of the same wave. My period of analysis covers the first three funding waves. I
define each unique combination of funding wave and call as a funding period,
sequentially labeled by g ∈ G ≡ {1, 2, 3, 4, 5, 6}, with τ ≡ τ(g) mapping to the
year the evaluation results for funding period g are announced.

Application Process The Professorinnenprogramm employs a structured
procedure for allocating subsidies.11 All institutions of higher education are
eligible to apply. Participation requires submitting an application to the German
Federal Ministry of Education. The application consists of a fifteen-page document
detailing statistics and plans related to the gender equality concept. The document
comes in two parts. The first part describes the current representation of women
11 A formal description of the application process is provided in Bundesanzeiger (2018). Ap-
pendix Figure 1.B.3 provides a chronological sequence of the application process.
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Table 1.1: Application Timeline by Funding Period

Wave Call g Announcement Application
Deadline

Application
Results

Appointment
Deadline

1 1 1 10/03/2008 16/06/2008 03/09/2008 31/12/2009
1 2 2 10/03/2008 02/03/2009 04/06/2009 31/12/2010
2 1 3 06/12/2012 28/03/2013 11/07/2013 31/12/2014
2 2 4 06/12/2012 28/03/2014 03/07/2014 31/12/2015
3 1 5 10/11/2017 29/05/2018 08/11/2018 31/12/2019
3 2 6 10/11/2017 29/05/2019 05/11/2019 31/12/2020

Note: The table displays how each distinct combination of funding wave and call corresponds to a funding
period, denoted sequentially by g ∈ G ≡ {1, 2, 3, 4, 5, 6}. The last two columns indicate the respective deadlines
and announcement dates associated with each funding period.

at different qualification levels, including statistics on the share of women across
departments and ranks over time. The second part outlines existing and planned
measures aimed at (1) increasing the proportion of women in top academic
positions, (2) promoting career and professional development for young female
scientists, and (3) encouraging female student enrollment in underrepresented
fields. Universities that received funding in previous calls of the program must
provide evidence of successful implementation of their prior equality concept.
Importantly, the first-stage application does not specify the positions to be
financed, which will only be addressed in the second stage. On average, 82% of
universities applied in each of the last three program waves.

Following submission, a twelve-member review panel evaluates all applications.
The German Ministry of Education, in consultation with state education min-
istries, selects the panel members based on disciplinary diversity, representation
from major German science organizations, and international expertise. If an
application is approved, the ministry commits to funding the initial appointment
of up to three female full professors, provided the budget allows.12 For example,
university B may be deemed eligible, while university A is not (Figure 1.1c).

The selection criteria are opaque and not publicly disclosed, nor does the ministry
publicly disclose evaluation details or rankings. To gain insight into the selection
process, I conduct a text analysis of publicly available application documents.
However, because not all universities publish their applications, the analysis
may be subject to selection bias. The analysis reveals that neither linguistic

12 In the third program wave, the ten universities with the highest-ranked applications could
receive funding for a fourth appointment.
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characteristics nor specific topics within the documents predict eligibility status.
A detailed breakdown of this analysis is provided in Appendix Section 1.C.1.

In the second stage, universities that receive a positive evaluation allocate sub-
sidies to departments (Figure 1.1d). The assignment process is entirely within
universities and not publicly documented. The only constraint is that the depart-
ment must submit a funding plan outlining how the position will be permanently
financed once the subsidy period has ended.

Once a department is selected to receive funding, it advertises the position with
a note indicating that it is supported by the Professorinnenprogramm. While the
announcement does not explicitly state that the position is to be filled by a woman,
the reference to the program – whose purpose is widely understood – implicitly
signals this intention. An example job posting is shown in Appendix Figure 1.B.4.
This is followed by the job market process and the formal appointment procedure
for full professors. Upon the successful appointment of a woman, the university
submits a subsidy request to the ministry, specifying the required annual funding
and duration. Requests are processed in chronological order until the program’s
budget is fully allocated.

Descriptives By 2024, the Professorinnenprogramm had subsidized 845 female
professorships, with 63% originating from public universities. In the sample, I
observed 429 subsidized female professorships at public universities. Panel A of
Table 1.2 shows that in each wave, approximately 60 out of 83 public universities
were eligible for subsidies. Figure 1.B.5c displays the university-specific eligibility
status across waves and calls. Panel B of Table 1.2 reveals that each university
appointed an average of 2.3 to 2.6 subsidized female professors per university,
with annual subsidies ranging from 133,000 Euros in the first wave to 155,000
Euros in the third wave over an average duration of 4.7 years. The reason not
every university maximizes the number of subsidized positions is due to the
program being oversubscribed. For example, consider the first call of the first
wave. Panel A of Table 1.3 shows that if each eligible university were to utilize
all three possible subsidized appointments, this would result in 222 appointments.
However, as calculated in Panel C of Table 1.3 given an available budget of 105
million Euros, only a maximum of 140 appointments are feasible. Consequently,
by design, not all universities are able to subsidize three positions.

The average age of subsidized appointments is 42 years, indicating that the subsidy
covers about 7% of all professor-related expenses until retirement, assuming a
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Figure 1.1: Application Process

(a) Setting (b) Application

(c) Evaluation (d) Assignment

Note: The figure provides a schematic overview of the Professorinnenprogramm’s application process. The
example assumes two universities, A and B, each with two departments (Figure 1.1a). Universities submit a
15-page equality concept to the German Ministry of Education, detailing current female representation and
outlining measures to improve gender equality in academic positions (Figure 1.1b). In the example, both
universities submit an application to the ministry. A review panel evaluates the submissions. Successful
universities can utilize funding for up to three female full professorships (Figure 1.1c). In the example, university
B is deemed eligible, while university A is not. Then, universities internally allocate subsidies to departments
(Figure 1.1d).

retirement age of 67. Less than one-third of these appointments are ‘early’,
meaning that a regular budgeted full professorship is not yet available. For
these early appointments, a guaranteed transition to a regularly budgeted full
professorship must be ensured by the end of the subsidy period.

Appendix Figure 1.B.6 displays the distribution of subsidized appointments across
faculties and years. About half of all appointments are in the social sciences
and humanities, which already had a relatively high share of female professors
before the program. One-third of the appointments are in the natural sciences
and engineering, fields with low shares of female professors. Appendix Figure
1.B.7 shows that more than half of call-specific budgets are exhausted within the
first six months.
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Table 1.2: Appointment Characteristics by Wave and University Type

Public Universities Other Universities

Wave I Wave
II

Wave
III

Wave I Wave
II

Wave
III

Panel A: University Characteristics

Succesful Universities 54 59 57 58 64 70
Total Appointments 141 137 151 133 127 146
Appointments per University 2.52 2.32 2.60 2.38 1.98 2.13

(0.69) (0.71) (0.88) (0.95) (0.85) (0.88)

Panel B: Appointment Characteristics

Share Regular Appointments 0.67 0.76 0.79 0.53 0.61 0.75
(0.47) (0.43) (0.41) (0.50) (0.49) (0.43)

Subsidy per Year (1,000 EURs) 133.80 136.67 155.52 101.38 109.09 119.66
(23.58) (19.39) (20.14) (34.24) (30.52) (34.03)

Subsidy Period (years) 4.70 4.69 4.88 4.46 4.45 4.91
(0.72) (0.73) (0.45) (1.09) (1.05) (0.45)

Job Search (months) 10.86 13.39 11.60 9.48 12.87 11.17
(5.68) (5.96) (5.70) (5.72) (5.71) (5.92)

Age at Appointment 42.24 42.27 43.13 . . .
(4.86) (5.96) (6.08) (.) (.) (.)

Subsidy Period / Work Life 0.07 0.07 0.07 . . .
(0.01) (0.01) (0.01) (.) (.) (.)

Note: The distinction between public and other universities is based on the list provided in Appendix Table
1.A.1. All statistics are calculated using data obtained from the Federal Government’s funding portal by
searching the term ‘*Professorinnenprogramm*’ (Bundesregierung, 2023).
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Table 1.3: Wave- and Call-specific Characteristics

Wave I Wave II Wave III Wave IV

Call
1

Call
2

Call
1

Call
2

Call
1

Call
2

Call
1

Call
2

Call
3

Panel A: Instituional Framework

Budget (Million EURs) 105 45 90 60 130 70 320 Total
Max. Appointments per University 3 3 3 3 3+1 3+1 3+1 3+1 3+1
Max. Subsidy Duration (years) 5 5 5 5 5 5 5 5 5
Max. Yearly Subsidy (1,000 EURs) 150 150 150 150 165 165 165 165 165
Min. Appointments within Budget 140 60 120 80 158 85 . . .

Panel B: Actual Appointments

Succesful Universities 74 38 82 41 78 49 . . .
Appointments 184 90 176 88 176 121 . . .
Avg. Subsidy Duration (years) 4.5 4.8 4.6 4.6 4.9 4.9 . . .
Avg. Yearly Subsidy (1,000 EURs) 121.6 110.9 125.2 119.8 140.2 134.6 . . .

Panel C: World w/o Budget Cap

Possible Appointments 222 114 246 123 234 147 . . .
Max. Required Budget (Million EURs) 166 85 184 92 193 121 . . .
Funding Gap (percent) 158 188 204 153 148 172 . . .

Note: The last row in Panel A assumes that each subsidized appointment utilizes both the maximum funding
period and the maximum funding amount. The calculations in Panel C consider a scenario without budget
constraints, where each eligible university subsidizes three female professors, using the maximum funding
period and maximum funding amount. All statistics are calculated using data obtained from the Federal
Government’s funding portal by searching the term ‘*Professorinnenprogramm*’ (Bundesregierung, 2023), along
with wave-specific legal regulations (Bundesministerium für Bildung und Forschung, 2008, 2012, 2018, 2022).



1.3. Data | 21

1.3 Data

The analysis is based on an annual panel of 1,342 departments from 2003 to
2023, compiled from three primary data sources. First, I utilize administrative
records on all academic personnel employed at public German universities. These
data serve two main purposes: constructing a departmental panel to track hiring
patterns for both junior and senior researchers and estimating departmental
retirement probabilities, which are essential for my identification strategy. Second,
I incorporate publicly available data on the Professorinnenprogramm. Finally,
I use data from OpenAlex to gather information on scholarly output, which
allows for the measurement of both publication quality and research topics at the
departmental level.

1.3.1 Measuring Hiring Dynamics

The empirical analysis is primarily based on the Hochschulpersonalstatistik, ac-
cessed through the Federal Statistical Office of Germany (Destatis, 2018). The
repeated cross-sectional data contain anonymized information on all academic
personnel employed at public and applied German universities from 2003 to
2023. The Hochschulpersonalstatistik provides a wide range of demographic and
professional details for each professor, including affiliation, department, pay grade,
gender, nationality, year of Ph.D. completion, and whether the individual holds a
position such as dean or university president. The list of all included variables,
along with averages by gender, is presented in Appendix Table 1.A.3.

To prepare the data for the empirical analysis, I first create individual identifiers
based on time-invariant characteristics to enable tracking of professors over time
and across different universities. I aggregate the individual-level data into a panel
of departments and years, which aligns with the level at which subsidies are
assigned. Analogously, I construct department-level panels for post-docs, Ph.D.
students, and research assistants, utilizing comparable information available for
professors. These additional panels allow for the investigation of potential spillover
effects to junior researchers.
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1.3.2 Professorinnenprogramm

I corroborate the department rosters with application data on the Professorin-
nenprogramm, which can be retrieved through the Federal Government’s funding
portal using the search term ‘*Professorinnenprogramm*’ (Bundesregierung, 2023).
For each subsidized appointment, I collect the professor’s name, institutional
affiliation, associated department, type and date of appointment, yearly subsidy
endowment, and funding duration. This information enables me to create vari-
ables for each department, indicating the start and end of the start-up funding
periods.

1.3.3 Measuring Retirement Probabilities

To predict department-specific retirement probabilities, I use a logistic Lasso
estimator to identify the most influential predictors from a broad set of potentially
relevant characteristics (Friedman, Hastie and Tibshirani, 2010). To prevent
overfitting, the data is divided into an estimation sample and a prediction sample
(Hansen, 2022). The penalized log-likelihood is estimated using only data from
before the first funding period, i.e., for t < 2008:

ρ̂ = arg max
ρ∈Rk

∑
l

∑
t<2008

{
Retire(5)

lt · f(Xlt) − g(f(Xlt))
}

− λ||ρ||1 (LASSO)

where g(ξ) = log (1 + exp(ξ)) .

Retire(5)
lt is a binary variable set to one if professor l retires within five years of

year t, i.e., Retire(5)
lt ≡ 1 if Retirelt+τ = 1 for any τ ∈ {0, 1, ..., 4}. This modeling

choice is intended to reflect the requirement that a permanent position must be
guaranteed only at the end of the subsidy period, which spans a maximum of five
years. The vector Xlt includes individual characteristics of professor l that may
predict retirement. In particular, the vector contains variables measuring gender,
race, academic field, years since appointment as a full professor (modeled up to a
cubic polynomial), state of employment, remuneration bracket, and the number
of male colleagues. To account for potential non-linearity, the function f(·) also
includes first-order interactions between all these variables. In total, the model
contains 214 potential predictors. The function g(·) implements the logistic Lasso,
λ describes the penalization parameter. The value of λ is calibrated using ten-fold
cross-validation, selecting the value minimizing the mean-squared prediction error
(Chen and Lee, 2021).
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After training the model on pre-2008 data, it is evaluated on the post-2008 data
to forecast individual-level retirement probabilities.13 The probability of any
retirement occurring in department i within the next five years from t is computed
as the complement of observing no individual retirements:

Retire(5)
it ≡ 1 −

∏
l∈L

(
1 − R̂etire

(5)
lt

)
∀t ≥ 2008.

The set L represents all full professors employed in department i in year t, i.e.,
L ≡ L(i, t) = {l : l ∈ i in t}.

In Section 1.5.1, I validate my findings using binary retirement indicators based
on age thresholds, which produce estimates of comparable magnitude but lower
statistical significance. In Appendix Section 1.D.1, I show that this pattern
arises because binary measures discard substantial variation in retirement timing
– variation my continuous probability metric captures.

1.3.4 Measuring Research Output

To analyze potential changes in research patterns, I collect bibliographical infor-
mation on all research produced at German public universities through OpenAlex
(Priem, Piwowar and Orr, 2022). OpenAlex serves as a scholarly catalog encom-
passing the world’s academic papers, researchers, journals, and institutions. It
succeeded the Microsoft Academic Graph, which was discontinued in May 2021.
OpenAlex regularly expands its database by aggregating and standardizing data
from various sources, including ORCID, Pubmed, arXiv, and Crossref. For each
paper, the data include the complete list of authors (including their affiliation
at the time of publication), the journal of publication, the references cited by
the paper, and the citations it has received. The analysis is limited to research
output from researchers who have been affiliated with a public German university
at some point, identified through OpenAlex’s institution identifier. Research
output is measured by the quantity and quality of publications and the number
of citations received. I assess the quality of publications using journal impact
factors provided in Scopus (2023).

While the research data include institutional information, they lack details on the
department and position of researchers. To match research output to the depart-

13 Due to the focus on forecasting, no inference is made on the model parameters, which
eliminates the need for a double selection estimator (Belloni, Chernozhukov and Hansen, 2014).

https://openalex.org/
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ment rosters, I utilize complementary information from the Hochschullehrerverze-
ichnis, an annual directory listing German university professors along with their
affiliations and descriptions of their disciplines (Hochschulverband, 2002–2022).14

The matching procedure is described in Appendix Section 1.D.2.

1.4 Empirical Strategy

Identification Strategy To causally identify how affirmative action appoint-
ments affect departments, I implement an instrumented difference-in-differences
design. My main argument is that the Professorinnenprogramm’s requirement
to eventually convert subsidized appointments into permanent positions makes
departments in eligible universities with high retirement probabilities during the
funding period more likely beneficiaries of the program, compared to those with
low retirement probabilities. Retirement probabilities are primarily determined
by historical hiring decisions, making them predetermined and not subject to
manipulation. Additionally, departments cannot create vacancies by dismissing
tenured professors, as they hold lifetime civil service positions. Similarly, depart-
ments cannot accommodate subsidized appointments through the creation of new
permanent positions, as these are contingent on negotiations with the federal
state and typically limited to addressing increased teaching demand. These
institutional constraints ensure that retirement probabilities serve as a plausible
source of exogenous variation.

I extend the design by also considering retirement probabilities of departments in
ineligible universities – those that did not pass the first-stage application process.
Incorporating this additional cross-sectional variation allows identification under
considerably weaker assumptions, as it allows for potential retirement-specific
trends in potential outcomes.15

14 Another approach would involve inferring the department identifier from the research output
of a researcher. However, this method is complicated by the fact that the academic work of
researchers does not always align with their department. For instance, an economist might
be employed in a business department because the university lacks a dedicated economics
department. Moreover, the position of the researcher cannot be identified at all from the
OpenAlex data.
15 Retirement-specific trends may arise if retirement probabilities exhibit autocorrelation even
after controlling for covariates. In such cases, departments with high retirement probabilities
will, on average, be older, while those with low retirement probabilities will tend to be younger.
Since the potential outcomes of older and younger departments are unlikely to evolve in the
same way, this would violate the parallel trends assumption.
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Figure 1.2 illustrates this logic. Figures 1.2a and 1.2c show the trajectories
of some arbitrary potential outcome Y (0) in departments with high and low
retirement probabilities across eligible and ineligible universities. When excluding
ineligible universities, identification would require parallel trends in Figure 1.2a,
which effectively rules out that departments with differing retirement probabilities
follow different trends in potential outcomes. In contrast, including ineligible
universities allows for a more flexible identification strategy, as it suffices to assume
that the differential evolution of average untreated outcomes between high- and
low-retirement departments in eligible and ineligible universities – illustrated in
Figures 1.2b and 1.2d – move in parallel. This assumption seems more plausible.

Figure 1.2: Exclusion Restriction – Parallel Trend Assumption

(a) Evolution Eligible (b) Differential Evolution Eligible

(c) Evolution (Ineligible) (d) Differential Evolution Ineligible

Note: The figure provides a schematic overview of the parallel trend assumption in the triple difference-in-
differences framework described in Section 1.4. Figure 1.2a illustrates an exemplary average residualized potential
outcome evolution for departments with high and low retirement probabilities within eligible universities. Figure
1.2b depicts the average differential evolution of potential outcomes between these departments. Analogously,
Figures 1.2c and 1.2d show the average evolution of residualized potential outcomes and their differential
evolution within ineligible universities. The triple difference estimator assumption requires that the differential
evolution in Figures 1.2b and 1.2d follow a parallel trend. In a standard difference-in-differences setting – where
the analysis is limited to departments in eligible universities – one would need to assume that the average
potential outcomes for departments with high and low retirement probabilities in Figure 1.2a evolve in parallel,
which would rule out retirement-specific trends.
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Empirical Model I formalize the triple-difference identification strategy using
the following regression framework,

Female Hiringit = αi + αu(i)t + αf(i)t

+ ϕ1Retire(5)
ig · Posttg

+ ψ1Retire(5)
ig · Post1st

tg · Eligibleu(i)g (IV1)
+ ψ2Retire(5)

ig · Post2nd
tg · Eligibleu(i)g

+ εit

where I initially restrict the analysis to the initial funding period, g = 1, starting
in τ(g) = 2008. In Section 1.4, I extend the framework to include all funding
periods, addressing issues related to staggered treatment adoption and multiple
treatment assignments.

In Equation (IV1), Female Hiringit equals one if department i appoints a female
full professor in year t. Retire(5)

ig represents the probability that department i
experiences any retirement in t ∈ [τ(g), τ(g) + 5]. Eligibleu(i)g indicates whether
university u(i) is eligible for funding in period g.

Posttg is equal to one in all post-funding years, i.e., t ≥ τ(g) = 2008.16 This period
can be divided into two distinct phases. The first is the funding period, represented
by the indicator Post1st

tg , which covers the years when funding is available –
typically two years.17 The second is the post-funding phase, indicated by Post2nd

tg ,
encompassing all years after the funding has been exhausted. According to the
instrument’s logic, retirements in eligible universities should predict female hiring
only during the funding phase, with no effect in the post-funding phase.

The parameter of interest, ψ1, captures the differential effect of retirement on
female hiring between eligible and ineligible universities in the funding period.
The coefficients ψ2 – the effect of retirement at eligible universities after the
funding period – and ϕ1 – the effect of retirement at ineligible universities – can

16 Note that, τ(g) does not always align with the actual year of a subsidized appointment.
While this might introduce some noise, it guarantees the temporal alignment of pre- and
post-treatment years within a funding period. Otherwise, when expanding the research design
to incorporate all funding periods, I would observe multiple pre- and post-treatment years
within each of the six funding periods. In the first funding period, I assume τ(g) = 2008, even
though some of subsidized appointments were made in 2009 or 2010. In the dynamic version of
Equation (IV1), this will lead to a downward bias of the first two lead estimates, because the
specification assumes some departments as treated, although the appointment will only happen
within the next two years.
17 Appendix Figure 1.B.7 illustrates the share of funds utilized over time for each funding
period.
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be seen as a placebo test for the identification strategy, as no effect is expected
in either the post-funding period or in ineligible universities.18.

The specification extensively controls for possible unobserved factors affecting
female hiring and the interacted instrument. In particular, αi captures time-
invariant department-specific factors like homophily preference of department
i. Further, αu(i)t captures time-varying university-specific factors at university
u(i) in t. Partialling out these effects transforms absolute into relative retirement
probabilities, which ensures that the instrument has no predictive power in
universities with homogeneous retirement probability distributions.19 Lastly,
αf(i)t captures time-varying field-specific factors affecting all fields f(i) in t, such
as a large birth cohort of economists retiring in t leading to a surge in the demand
for female economists. All other unobserved factors enter the error term εit, which
is clustered at the department level (Abadie et al., 2023).

In a second step, I then use predicted female hiring from Equation (IV1) to
estimate the following two-stage least squares regression,

Yit+h = αi + αu(i)t + αf(i)t + βFemale Hiring
∧

it + uit (IV2)

where Y describes some outcome of department i in year t + h. For all other
variables, the previous explanations apply.

Identifying Assumption Causal identification of β in Equation (IV2) relies
on the assumption that in the absence of the Professorinnenprogramm, the
difference of the average outcome among departments with high and low retirement
probabilities in eligible universities evolves in the same way as the difference of
the average outcome among units with high and low retirement probabilities in
ineligible universities. This implies that conditional on covariates, retirement
probabilities in eligible universities are orthogonal to u it in Equation (IV2).

Staggered Adoption and Multiple Treatment In case of a single funding
period, Specifications (IV1) and (IV2) allow one to causally identify the effect of
hiring a female professor. The presence of multiple funding periods – six in total
– necessitates adjusting the estimation procedure. While considering all funding
18 All other combinations of Retireig, Eligibleu(i)g, and Posttg are omitted due to collinearity
with the fixed effects included in the model.
19 Specifically, a department with a high likelihood of retirement should not be more likely to
receive the subsidy if other departments at the same university have similarly high retirement
probabilities.
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periods allows us to leverage additional temporal variation, as departments
receive treatment at different points in time, it also introduces issues of cross-lag
contamination and multiple treatment assignments.

When employing a standard fixed-effects estimator with staggered treatment
assignment, units that have already been treated serve as comparison units for
units that have not yet been treated. This can introduce bias when there is
treatment effect heterogeneity (Roth et al., 2023). Additionally, departments may
receive subsidies in multiple funding periods, resulting in several treatments. In
such cases, fixed-effects estimators are not robust to heterogeneous effects and
may be contaminated by the effects of other treatments (de Chaisemartin and
D’Haultfœuille, 2023).

To address both issues, I implement a stacked regression design, following Cengiz
et al. (2019) and Dube et al. (2023). This approach constructs a separate panel
for each funding period g, including all first-time subsidy-receiving departments
and clean non-subsidy-receiving departments. The stacked regression design
aggregates estimates from these funding period-specific panels. Identification
holds as long as the parallel trends assumption is valid in each panel.

The stacked panel is constructed as follows: (1) Consider each funding pe-
riod as a separate event g beginning in year τ(g). (2) For each event g, fix
departmental retirement probabilities and the university eligibility status in
τ(g). (3) For each event g, define an event window T (g) ≡ [τ(g), τ(g)] where
τ(g) ≡ max{2003, τ(g)−c} and τ(g) ≡ min{τ(g)+c, 2023}. The event window is
defined by the tuning parameter, c, which is set to c = 5.20 (4) For each funding
period g, define an exclusion set containing observations for which t ̸∈ T (g) and
departments that previously received funding in some funding period g′ for which
τ(g′) < τ(g).

Under these restrictions, each event-specific panel only includes departments
receiving subsidies for the first time and clean departments that have not received
subsidies in any previous subsidy period. Stacking all datasets from different
funding periods and interacting all fixed effects with event indicators allows
to consistently estimate treatment effects via standard fixed effects estimators,
avoiding biases from multiple treatments or staggered adoption (Dube et al., 2023;

20 Increasing c allows the evaluation of treatment effects over a larger time horizon but also
increases the event-specific exclusion sets. In my setting, opting for c = 5 allows to balance
both effects. In addition, the sample covers the periods from 2005 to 2023; by construction
the same boundaries apply to each event-specific panel. Table 1.4 provides an overview of all
event-specific panel endpoints.
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Table 1.4: Panel Construction by Wave and Call

Wave Call g τ(g) τ(g) τ(g)

1 1 1 2008 2003 2014
1 2 2 2010 2005 2016
2 1 3 2013 2007 2019
2 2 4 2015 2009 2021
3 1 5 2018 2012 2023
3 2 6 2020 2014 2023

Note: The table displays how each distinct combination of funding wave and call corresponds to a funding
period, denoted sequentially by g ∈ G ≡ {1, 2, 3, 4, 5, 6}. The last two columns define the endpoints of the event
windows specific to each funding period, denoted as T (g) ≡ [τ(g), τ(g)].

Wing, Freedman and Hollingsworth, 2024). For inference, standard errors are
clustered by department i and event g.
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1.5 Results

I present four key results. First, I validate the identification strategy by showing
that retirement probabilities are a strong predictor of female hiring in eligible
universities. Second, I evaluate the impact of appointing an additional female
professor on future hiring at both senior and junior levels. Third, I examine how
the presence of a female professor influences collaboration patterns and research
output within the department. Finally, I quantify the program’s effectiveness by
estimating the extent to which subsidized appointments result in the hiring of
female professors who would not have been appointed otherwise.

1.5.1 Effects on Hiring

First Stage To establish a causal link between the appointment of female
professors and departmental outcomes, I rely on the identification strategy out-
lined in Section 1.4. I first demonstrate that retirement probabilities in eligible
universities during the funding period are strong predictors of female hiring. Table
1.5 presents static estimates of Equation (IV1). The most rigorous specification,
shown in Column (4) indicates that among departments at eligible universities, a
10 percentage-point increase in the probability of experiencing any retirement21

in the funding period is associated with a 4.7 percentage-point higher likelihood
of appointing a woman as a full professor compared to departments at ineligible
universities, beyond their pre-existing hiring differences. This estimate is highly
significant, with an F -statistic exceeding 24. In contrast, estimates for retirement
probabilities in ineligible universities, as well as in eligible universities during the
post-funding period, are close to zero, suggesting that hiring patterns remain
unchanged relative to the pre-funding period.

Complementing these static estimates, Figure 1.3 presents dynamic event study
results. The estimates suggest that departments with different levels of retirement
are not on diverging outcome trajectories before the funding period. For depart-
ments in eligible universities, the pre-trend coefficients remain stable and close to
zero. Once the funding period begins, there is a rapid and substantial increase
in the share of appointed female professors in departments with high retirement
probabilities in eligible universities, relative to comparable departments in ineligi-
ble universities and the pre-period. This effect diminishes after the funding period

21 Within five years of the funding period’s start.
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Table 1.5: First Stage Estimates

Dependent Variable: Any Woman Getting Tenure

(1) (2) (3) (4)

Retire · Post 0.041 0.054 0.042 0.039
(0.082) (0.085) (0.082) (0.079)

Retire · Eligible · Post1st 0.528*** 0.441*** 0.495*** 0.471***
(0.083) (0.084) (0.089) (0.096)

Retire · Eligible · Post2nd 0.043 0.057 0.044 0.037
(0.086) (0.089) (0.086) (0.097)

Observations 147,591 147,591 147,591 147,591
F-statistic 40.47 27.56 30.94 24.07

Fixed Effects
Department - ✓ ✓ ✓
Field × Year - - ✓ ✓
University × Year - - - ✓

Note: The table presents regression results from estimating Equation (IV1) across multiple specifications. All
regressions are estimated using a combined dataset constructed by stacking funding period-specific panels (as
detailed in Section 1.4) and interacting all fixed effects with funding period indicators. The F-statistic reflects
the test results for the null hypothesis that the coefficient ψ1 equals zero. Robust standard errors, clustered by
department and funding period, are reported in parentheses. Significance levels are indicated as follows: ***
p < 0.01, ** p < 0.05, * p < 0.1.

ends – after approximately two years22 – with estimates reverting to pre-funding
levels. This reversion suggests that subsidized appointments do not influence
subsequent hiring of female full professors, indicating that the program neither
promotes nor hinders the advancement of other women to full professorships.

Design Validity The dynamic effects of retirement probabilities in ineligible
universities confirm the validity of the identification strategy. In the pre-period,
all estimates are tightly clustered around zero, supporting the parallel trends
assumption.23

I conduct three additional exercises to validate my identification strategy. First,
I re-estimate the first-stage equation by randomly reassigning eligibility status
among universities and retirement probabilities among departments for each
funding period. This exercise allows a comparison of the actual realization of

22 For a detailed overview of the length of funding periods see Table 1.1. Note that available
funds can be exhausted before the end of the funding period. Appendix Figure 1.B.7 shows the
share of funds utilized over time for each funding period.
23 While there is a slight increase in point estimates during the post-period, these remain
statistically indistinguishable from zero. This marginal uptick may reflect universities making
female appointments in anticipation of a favorable first-round evaluation, which ultimately does
not materialize.
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Figure 1.3: First Stage – Dynamic Effect by Eligibility
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Note: The figure presents first-stage event study estimates based on the regression framework outlined in
Equation (IV1). All post-indicators in Equation (IV1) are replaced by a set of indicators that represent the
relative time in years from the start of the funding period, as shown on the horizontal axis. Standard errors are
clustered by department and funding period. Bars represent 95% confidence intervals.

eligibility status and retirement probabilities with hypothetical scenarios that
did not realize. As shown in Figure 1.4, the actual correlation is a clear outlier
within the nearly normal distribution of placebo estimates.

Second, Columns (1)–(3) of Table 1.6 demonstrate that my estimates are insen-
sitive to how retirement probabilities are incorporated into the instrument in
Equation (IV1). Column (1) replicates the main specification, where retirement
probabilities are fixed at their initial value within each funding period, aligning
with a standard DiD framework where temporal variation is only introduced
through a pre-post comparison. Alternatively, retirement probabilities could be
recalculated annually and used as a time-varying measure in the interaction term.
Column (2) shows that this approach slightly reduces the instrument’s statistical
power but otherwise does not affect the results. Column (3) further controls for
time-varying retirement probabilities as a covariate, yielding similar estimates.24

24 A limitation of incorporating time-varying retirement probabilities, whether as an instrument
or a control variable, relates to the issue of “bad controls”. If retirement probabilities in the
post-period are influenced by those in the funding period – which is mechanically true in the
presence of autocorrelation – conditioning on them in any form can introduce meaningful bias
(Baker et al., 2025).
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Third, Columns (4)–(6) of Table 1.6 show that the first-stage correlation remains
stable when measuring retirement with a binary indicator based on different age
thresholds. Throughout, the instrument remains sufficiently strong, although
estimates from the binary measure are smaller in magnitude25 and less statistically
significant than those from the continuous approach. This pattern reflects that
the binary indicators discard variation in retirement timing that the continuous
measure is able to capture, as discussed in Appendix Section 1.D.1.

Figure 1.4: First Stage Placebo Estimates
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Note: The figure presents the distribution of 5,000 first-stage placebo estimates, which were obtained by
randomly reassigning eligibility status among universities and retirement probabilities among departments within
each funding period. These estimates represent the regression results for the parameter ψ1 from Equation (IV1).
This parameter captures the differential impact of retirement on female hiring between eligible and ineligible
universities during the funding period. The vertical dashed line marks the actual first-stage estimate, which lies
at the 99.3rd percentile of the placebo distribution. Standard errors are clustered by department and funding
period.

25 The reduction in magnitude is partly mechanical. Specifically, in a model with a constant, an
indicator variable, and a dependent variable bounded between zero and one, the OLS estimator
is given by β̂1(x ∈ {0, 1}, y ∈ [0, 1]) = ȳ1 − ȳ0, which is constrained within the interval [−1, 1].
Conversely, when the indicator variable is replaced with a continuous measure bounded between
zero and one, it follows that β̂1(x ∈ [0, 1], y ∈ [0, 1]) ∈ R.
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Table 1.6: First Stage Estimates – Validity

Dependent Variable: Any Woman Getting Tenure

Retirement Probabilities Retirement Age Threshold

Fixed Varying Varying ≥ 65 ≥ 66 ≥ 67

(1) (2) (3) (4) (5) (6)

Retire · Post 0.039 0.052 0.055 0.038 0.032 0.031
(0.079) (0.085) (0.082) (0.052) (0.053) (0.052)

Retire · Eligible · Post1st 0.471*** 0.429*** 0.428*** 0.225*** 0.207*** 0.195***
(0.096) (0.098) (0.093) (0.057) (0.057) (0.058)

Retire · Eligible · Post2nd 0.037 0.055 0.058 0.040 0.034 0.033
(0.097) (0.100) (0.097) (0.055) (0.056) (0.055)

Observations 147,591 147,591 147,591 147,591 147,591 147,591
F-statistic 24.07 19.16 21.18 15.58 13.19 11.77

Fixed Effects
Department ✓ ✓ ✓ ✓ ✓ ✓
Field × Year ✓ ✓ ✓ ✓ ✓ ✓
University × Year ✓ ✓ ✓ ✓ ✓ ✓

Controls
Retirement - - ✓ - - -

Note: The table presents regression results from estimating Equation (IV1) using different approaches to
measure departmental retirement. Columns (1)–(3) employ a continuous retirement measure based on the
logistic LASSO estimator described in Section 1.3.3. In Column (1), retirement probabilities are computed
at the start of the funding period and remain fixed throughout the corresponding panel. Column (2) allows
for time-varying retirement probabilities, recalculating them annually for the subsequent five years. Column
(3) extends this specification by additionally controlling for time-varying retirement probabilities. Columns
(4)–(6) replace retirement probabilities with a binary indicator based on the retirement age thresholds specified
in the column headers. All regressions are estimated using a combined dataset constructed by stacking funding
period-specific panels (as detailed in Section 1.4) and interacting all fixed effects with funding period indicators.
The F-statistic tests the null hypothesis that the coefficient on the triple interaction term is equal to zero.
Robust standard errors, clustered by department and funding period, are reported in parentheses. Significance
levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

Junior Faculty and Ph.D. Hiring Next, I evaluate potential trickle-down
effects by analyzing changes in the hiring of women among assistant professors,
post-docs, and Ph.D. students. Figure 1.5b shows that the number of female
assistant professors remains unchanged following the appointment of a female
full professor. Similarly, Figure 1.5c reveals a slight increase in the proportion
of female post-docs three years post-funding, though this effect is statistically
insignificant.

In contrast, Figure 1.5a highlights a significant increase in the hiring of female
Ph.D. students. Again, the figure displays stable pre-trends. Three years after
the funding period ends, there is a significant uptake in the hiring of female Ph.D.
students. Relative to the pre-funding period and departments in ineligible univer-
sities, experiencing a certain retirement within the next five years is associated
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with a 4.6 percentage-point rise in female Ph.D. recruitment. This effect is almost
entirely driven by women pursuing their Ph.D. at their home institution – defined
as those who completed their undergraduate studies in the same department –
with a rise of 3.9 percentage points.26

Corresponding 2SLS estimates, combining the first-stage and reduced-form re-
sults, are displayed in Panel B of Table 1.7. Each subsidized female professor
appointment leads to a 9.8 percentage-point increase (+19%) in the overall share
of female Ph.D. students and a 8.3 percentage-point increase (+29%) among
those studying at their home institution. I discuss robustness checks addressing
weak-instrument concerns in Appendix Section 1.C.2.

Mechanism The observed hiring shift could stem from shifts in preferences
among students, professors, or both. For instance, female students may be more
likely to pursue PhDs at their home institution after exposure to newly appointed
female professors – a pattern consistent with existing evidence on how female role
models influence career trajectories (Porter and Serra, 2020; Blau et al., 2010;
Ginther et al., 2020). Alternatively, current professors might prioritize recruiting
female PhD students in response to the appointment of a female full professor.
However, this explanation is less compelling given the absence of significant effects
on the hiring of female assistant professors and post-docs. The lack of impact
on these groups – who are typically affiliated with other institutions and thus
unable to interact with the subsidized professor – further supports the role model
hypothesis. Overall, the evidence strongly suggests that role model effects drive
these changes.

26 The Hochschulpersonalstatistik data allows one to infer the ‘home institution’ of Ph.D.
students through a variable indicating the highest degree awarding institution. From this, I
construct the share of female Ph.D. students pursuing their doctoral studies at their ‘home
institution’.
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Figure 1.5: Reduced Form – Effects on Junior Female Hiring
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(b) Assistant Professors
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(c) Post-docs
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Note: Each figure presents reduced-form event study estimates based on the regression framework outlined in
Section 1.4. The outcome variable in each figure is the share of appointed women within the group specified in
the caption. The post-indicator is replaced by a set of indicators that represent the relative time in years from
the start of the funding period, as shown on the horizontal axis. Standard errors are clustered by department
and funding period. Bars represent 95% confidence intervals.
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Table 1.7: Change in Hiring Patterns

Junior Faculty Ph.D. Students

Ass. Professor Post-Doc Overall Home

(1) (2) (3) (4)

Panel A: Reduced Form

Retire · Post 0.017 0.009 0.004 -0.013
(0.014) (0.012) (0.012) (0.016)

Retire · Eligible · Post 0.016 -0.003 0.046*** 0.039***
(0.013) (0.011) (0.014) (0.014)

Observations 147,591 147,591 147,591 147,591

Panel B: 2SLS

Female Hiring 0.034 -0.006 0.098*** 0.083***
(0.121) (0.109) (0.028) (0.029)

Observations 147,591 147,591 147,591 147,591
F-statistic 24.07 24.07 24.07 24.07

Panel C: OLS

Female Hiring 0.124** 0.190** 0.401*** 0.359***
(0.049) (0.082) (0.108) (0.083)

Observations 147,591 147,591 147,591 147,591

Fixed Effects
Department ✓ ✓ ✓ ✓
Field × Year ✓ ✓ ✓ ✓
University × Year ✓ ✓ ✓ ✓

Note: The table presents regression results from estimating Equation (IV1) across multiple specifications. All
regressions are estimated using a combined dataset constructed by stacking funding period-specific panels (as
detailed in Section 1.4) and interacting all fixed effects with funding period indicators. Robust standard errors,
clustered by department and funding period, are reported in parentheses. Significance levels are indicated as
follows: *** p < 0.01, ** p < 0.05, * p < 0.1.
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1.5.2 Effects on Collaboration Patterns

Existing research suggests that exposure to underrepresented groups can reduce
stereotypes and increase future engagement with those groups (Carrell, Hoekstra
and West, 2015). I hypothesize that if negative gender stereotypes exist, changes
in gender attitudes may manifest in co-authorship patterns. Specifically, I examine
whether exposure to a female professor increases the share of female co-authors.
My data allows for dynamic tracking of co-authorship networks over time, enabling
a detailed analysis of these patterns.

Reduced Form To track changes in collaboration patterns, I use the share
of female co-authors as the outcome variable27 in my empirical design. Figure
1.6a displays how the average share of female co-authors among all department
members changes after a woman joins the department. The event study reveals
no significant overall increase in female co-authorship.

However, disaggregating these effects by gender in Figure 1.6b shows that while
women’s co-authorship patterns remain unchanged, men exhibit a slight increase
in female co-authorship after being exposed to an additional female professor.
This shift emerges two to three years post-exposure, likely reflecting the time
required for author matching and publication lags.

Figure 1.6c breaks down these results by seniority, showing that the effect is most
pronounced among junior men – defined as those with below-median experience.
This aligns with evidence from outside academia suggesting that stereotype
malleability declines with age (Gonsalkorale, Sherman and Klauer, 2009; Siyanova-
Chanturia et al., 2015). The estimates indicate that a 10 percentage-point increase
in retirement probabilities among departments in eligible universities – relative
to departments in ineligible universities and the pre-funding period – raises
the likelihood of junior men co-authoring with women by 2.9 percentage-points
(average of Columns (4) and (5) in Panel A of Table 1.8). The corresponding
2SLS estimates in Panel B of Table 1.8 indicate that hiring a female professor
results in a 6.3 percentage-point (average of Columns (4) and (5) in Panel B of
Table 1.8) increase in female co-authorships among junior men, representing a
24% rise relative to the pre-funding period average.

27 To avoid the possibility that results are driven by changes in department composition following
a subsidized appointment, I fix the department composition in each funding period-specific
dataset in τ(g).
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Figure 1.6: Reduced Form – Effects on Collaboration Patterns
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(b) Dynamic Effect by Gender
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(c) Static Effect by Seniority
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(d) Static Effect with Exclusion Sets
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Note: The figure presents reduced-form event study estimates based on the regression framework outlined in
Section 1.4, using the share of female co-authors as outcome variable. The post-indicator is replaced by a set
of indicators that represent the relative time in years from the start of the funding period, as shown on the
horizontal axis. Figures 1.6c and 1.6d restrict the sample by tenure length octiles, as indicated on the horizontal
axis. In Figure 1.6d, the share of female co-authors is measured excluding the peer network of the subsidized
appointment, as detailed in Section 1.5.2. Standard errors are clustered by department and funding period.
Bars represent 95% confidence intervals.

Accounting for Peer Network Instead of reflecting shifts in gender attitudes,
the increase in female co-authors could result from faculty members gaining access
to the peer networks of subsidized appointments, which are predominantly female
(64%). To disentangle these channels, I model the potential peer networks of each
affirmative action appointment and calculate co-author shares excluding these
networks. Specifically, for all academic work published by professors in some
department i, I exclude authors connected to the subsidized appointment joining
department i.28 I narrow the pool of co-authors along four dimensions.

28 In departments without a subsidized appointment, the share of female co-authors remains
unchanged.
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Table 1.8: Change in Collaboration Patterns

All Women Men Men by Seniority (Quartiles)

Q1 Q2 Q3 Q4

(1) (2) (3) (4) (5) (6) (7)

Panel A: Reduced Form

Retire · Post -0.007 -0.001 -0.009 0.009 0.006 -0.002 -0.008
(0.007) (0.008) (0.008) (0.008) (0.009) (0.010) (0.06)

Retire · Eligible · Post 0.010 0.005 0.013 0.035*** 0.024*** 0.005 -0.002
(0.008) (0.009) (0.009) (0.007) (0.009) (0.009) (0.008)

Observations 147,591 147,591 147,591 147,591 147,591 147,591 147,591

Panel B: 2SLS

Female Hiring 0.019 0.011 0.028 0.074*** 0.051** 0.011 -0.004
(0.025) (0.023) (0.025) (0.027) (0.024) (0.023) (0.026)

Observations 147,591 147,591 147,591 147,591 147,591 147,591 147,591
F-statistic 24.07 24.07 24.07 24.07 24.07 24.07 24.07

Panel C: OLS

Female Hiring 0.081** 0.094*** 0.075* 0.081* 0.079* 0.077* 0.063
(0.040) (0.034) (0.044) (0.049) (0.041) (0.045) (0.044)

Observations 147,591 147,591 147,591 147,591 147,591 147,591 147,591

Fixed Effects
Department ✓ ✓ ✓ ✓ ✓ ✓ ✓
Field × Year ✓ ✓ ✓ ✓ ✓ ✓ ✓
University × Year ✓ ✓ ✓ ✓ ✓ ✓ ✓

Note: The table presents regression results from estimating Equation (IV1) across multiple specifications. All
regressions are estimated using a combined dataset constructed by stacking funding period-specific panels (as
detailed in Section 1.4) and interacting all fixed effects with funding period indicators. Robust standard errors,
clustered by department and funding period, are reported in parentheses. Significance levels are indicated as
follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

First, I exclude the subsidized appointment itself. Second, I exclude former and
future co-authors of subsidized appointments, as well as co-authors of these co-
authors. Extending the peer network to include future co-authors might overstate
the current network. However, future co-authors could already be part of the
women’s network today, even if no co-authorship exists yet. Third, I exclude
authors who at some point have shared the same affiliation as the subsidized
appointment, those employed in the same department during the same year.
Fourth, I exclude authors working in the same specialized field as the subsidized
appointment. I identify these authors using related works listed in the publication
data.29

29 Related works are identified algorithmically by comparing the titles and abstracts of papers.
Specifically, the OpenAlex algorithm identifies papers that share common concepts with a
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Figure 1.6d shows that applying these exclusion sets substantially attenuates
the previous estimates. This suggests that the primary effect is driven by access
to the peer networks associated with subsidized appointments. This increase
may partly reflect a mechanical effect: when a professor joins a department,
it naturally encourages greater collaboration between their existing co-author
network and the current members of the department.

However, even after accounting for peer networks, I still observe a statistically
significant increase in the share of female collaborators among junior men com-
pared to departments with low retirement probabilities. This residual effect might
provide evidence that gender attitudes are malleable through increased exposure
to women, particularly among younger male scholars.

1.5.3 Effects on Quality and Direction of Research

Diversity may affect the performance of existing department members. A range
of studies examines how diversity impacts performance outside the academic
context. For instance, Ahern and Dittmar (2012), Matsa and Miller (2013), and
Nygaard (2011) examine the effects of Norway’s board composition quota on firm
performance and governance, yielding mixed results. Kim and Starks (2016) find
that gender diversity on U.S. corporate boards enhances firm valuation, primarily
due to the contributions of female directors. In Italy, Flabbi et al. (2019) show
that female corporate leadership improves overall firm performance, positively
affecting the upper end of the female wage distribution while negatively impacting
the lower end. Hoogendoorn, Oosterbeek and Van Praag (2013) conduct a field
experiment on business teams, revealing that mixed-gender teams outperform
male-dominated teams in both profit and sales.

Publication Quality To test whether diversity affects scholarly output, I
analyze whether a subsidized appointment influences the quality of publications
by department members. Figures 1.7a and 1.7b show that the addition of a
female professor has no impact on average publication quality of the department,
as measured by either journal impact factor or citations.

given paper. Each work in OpenAlex is linked to several concepts sourced from a repository
of approximately 65,000 concepts from Wikidata. For technical details on how concepts are
assigned to papers, refer to OpenAlex’s technical documentation available at OpenAlex’s
technical documentation.

https://docs.openalex.org/about-the-data/concept
https://docs.openalex.org/about-the-data/concept
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Figure 1.7: Reduced Form – Effects on Research Output
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(b) Citations
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Note: Each figure presents reduced-form event study estimates based on the regression framework outlined
in Section 1.4, using the research metric specified in the caption as outcome variable. The post-indicator is
replaced by a set of indicators that represent the relative time in years from the start of the funding period, as
shown on the horizontal axis. Robust standard errors, clustered by department and funding period, are reported
in parentheses. Bars represent 95% confidence intervals.

Direction of Research Increasing gender diversity might also broaden the
range of research questions pursued, as women often prioritize different policy areas
compared to men (Dolado, Felgueroso and Almunia, 2012; Beneito et al., 2021).
For example, surveys among economists indicate that women are generally more
supportive of government intervention and environmental regulation, whereas
men prioritize economic growth and are less concerned about inequality (Chari
and Goldsmith-Pinkham, 2017; May, McGarvey and Kucera, 2018).

To test this hypothesis, I evaluate whether the research direction of departments
shifts following the appointment of a female professor. I measure research direction
using topic distributions constructed through a two-step procedure. First, I
compute year-specific topic distributions for each department, capturing the extent
to which researchers work on specific topics. In particular, for each department i
in year t, I compute year-specific topic distributions by applying a topic model to
all abstracts of papers published by researchers in the department.30 A detailed
description of the topic distribution construction is provided in Appendix Section
1.D.3. Next, I track how these distributions evolve over time by calculating the
Mahalanobis distance relative to the pre-funding period. This scalar measure
serves as the outcome variable in the empirical framework outlined in Section 1.4.

Figure 1.8a shows that topic distributions remain stable for up to six years
after the appointment of a female professor, suggesting no significant shifts in

30 Again, to avoid that the results are driven by changes in the department composition following
a subsidized appointment, I fix the department composition in each funding period-specific
panel in τ(g).
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Table 1.9: Change in Publications

Publication Outcomes Research Direction

Total Impact
Factor

Citations All Topics Female
Topics

(1) (2) (3) (4) (6)

Panel A: Reduced Form

Retire · Post 0.105 0.098 0.443 -0.032 0.054
(0.215) (0.173) (2.062) (0.212) (0.246)

Retire · Eligible · Post -0.313 0.106 0.732 0.054 -0.099
(0.266) (3.382) (0.199) (0.241) (0.342)

Observations 147,591 147,591 147,591 147,591 147,591

Panel B: 2SLS

Female Hiring -0.665 0.225 1.554 0.115 0.210
(0.521) (0.194) (2.930) (0.412) (0.617)

Observations 147,591 147,591 147,591 147,591 147,591
F-statistic 24.07 24.07 24.07 24.07 24.07

Panel C: OLS

Female Hiring -0.014 -0.012 -0.010 0.184*** 0.281**
(0.009) (0.008) (0.008) (0.064) (0.091)

Observations 147,591 147,591 147,591 147,591 147,591

Fixed Effects
Department ✓ ✓ ✓ ✓ ✓
Field × Year ✓ ✓ ✓ ✓ ✓
University × Year ✓ ✓ ✓ ✓ ✓

Note: The table presents regression results from estimating Equation (IV1) across multiple specifications. All
regressions are estimated using a combined dataset constructed by stacking funding period-specific panels (as
detailed in Section 1.4) and interacting all fixed effects with funding period indicators. Robust standard errors,
clustered by department and funding period, are reported in parentheses. Significance levels are indicated as
follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

research direction. To further investigate whether researchers are more likely to
work on topics traditionally associated with female scholars, I analogously train
topic models exclusively on papers authored by women. As evident from Figure
1.8b, the topic distributions again remain stable across the entire event window,
indicating no detectable shift toward ‘female themes’.
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Figure 1.8: Reduced Form – Effects on Direction of Research
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(b) Female Topic Distribution
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Note: The figure presents reduced-form event study estimates based on the regression framework outlined in
Section 1.4, using the change in topic distributions within departments relative to the pre-funding period as
outcome variable. The post-indicator is replaced by a set of indicators that represent the relative time in years
from the start of the funding period, as shown on the horizontal axis. Robust standard errors, clustered by
department and funding period, are reported in parentheses. Bars represent 95% confidence intervals.

1.5.4 Policy Impact

For policymakers, a key question is the extent to which subsidized appointments
contribute to the hiring of female professors who otherwise would not have been
appointed. To address this question, it is essential to model the number of female
full professors that would have been hired in the absence of the program. To
construct this counterfactual, I outline a theoretical framework in Appendix
Section 1.C.3. Based on this theoretical framework, I implement a regression
framework where I evaluate whether fields with a high share of subsidized hires
experience greater increases in female hiring compared to fields with a low share of
subsidized hires, relative to the pre-funding period. Drawing on these theoretical
derivations and considering all funding periods g, I implement the following
regression specification:

∆fjg = αj + αg + αj · g + πfAAjg + εjg, (POLICY)

where ∆fjg represents the change in the share of female hires in field j between
the pre- and post-period years corresponding to g and fAAjg denotes the share of
affirmative action hires – both directly observable in the data. The specification
controls for time-invariant, field-specific factors, αj, as well as for time-varying
effects common to all fields, αg. Additionally, field-specific time trends, αj · g,
allow for temporal variation in αj over time.

Identification in this framework may fail for several reasons. First, it depends
on the theoretical assumptions outlined in Appendix Section 1.C.3, which may
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not hold in practice – for example, the assumption that candidate pools are
always sufficient to fill available positions. Second, the fixed effects in Equation
(POLICY) must accurately capture the field-specific baseline change in female
hiring, i.e., αj in Appendix Section 1.C.3. Identification may break down if these
baseline trends evolve non-linearly, which is not an unreasonable possibility. A
further limitation is that the regression does not account for cross-hiring, where
fields recruit candidates from neighboring disciplines. Consequently, estimates
from Equation (POLICY) – particularly their magnitudes – should be interpreted
with caution.

The parameter of interest, π, captures the average effective conversion rate of
affirmative action-funded hires into additional female hires.31 Analogous to the
discussion in the theoretical framework, if affirmative action-funded hires merely
replace female hires that would have occurred regardless of the policy, the share of
female hires should remain unaffected by affirmative action hires, implying π = 0,
conditional on fixed effects. Analogously, if every affirmative action hire displaces
an otherwise male hire, the female hiring share should increase proportionately
with the share of affirmative action hires, leading to π = 1, conditional on fixed
effects.

The results in Panel A of Table 1.10 indicate that each affirmative action appoint-
ment leads to approximately π̂ ≈ 0.34 additional female hires. This suggests that
in about two-thirds of cases, departments use the subsidies to appoint women they
would have hired anyway. At this rate, roughly 2.9 affirmative action appoint-
ments – costing approximately 2.2 million Euros – are needed to generate one
additional female hire that would not have been recruited without the program.

The binscatter in Figure 1.9 visualizes this relationship by plotting the residualized
shares against each other. The mean across the dots corresponds to the estimate
shown in Column (4) of Panel A in Table 1.10. Moreover, the figure suggests that
the marginal effectiveness of affirmative action-funded hires decreases as the share
of affirmative action hires grows, ∂π

∂fAA
j1

< 0. This reflects a scenario where initial
affirmative action hires successfully add new female hires, but beyond a certain
point, additional affirmative action hires mostly replace women who would have
been hired anyway.

31 Relating to the theoretical framework π represents the effective conversion rate in field j
during period g, that is, π = 1

NG

1
NJ

∑
g∈G

∑
j∈J π̄jg.
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Table 1.10: Policy Effect Estimates

Dependent Variable: ∆ Share Female Hiring

(1) (2) (3) (4)

Panel A: Sample of Fields

Share AA Hiring 0.476*** 0.374** 0.346* 0.343*
(0.121) (0.165) (0.185) (0.187)

Observations 198 198 198 198
Number of Clusters 33 33 33 33

Panel B: Sample of Faculties

Share AA Hiring 0.366* 0.329* 0.295 0.314
(0.189) (0.193) (0.212) (0.201)

Observations 48 48 48 48
Number of Clusters 8 8 8 8

Fixed Effects
Funding Period - ✓ ✓ ✓
Unit - - ✓ ✓
Unit-specific Trends - - - ✓

Note: This table presents regression estimates of the impact of affirmative action-funded hires on the change in
the share of female hires (∆fjg) using the specification in Equation (POLICY). The regressions in Panel A are
estimated on panel data across academic fields and funding periods. The regressions in Panel B are estimated on
panel data across academic faculties and funding periods. All regressions include uni-specific fixed effects (αj),
common time effects (αg), and unit-specific linear trends (αj · g). Robust standard errors, clustered by field or
faculty, are reported in parentheses. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, *
p < 0.1.

Addressing Potential Cross-Hiring Effects One limitation of the design
is that it does not capture the possibility of cross-hiring – that is, fields may
recruit candidates from neighboring disciplines. Although the direction of any bias
introduced by cross-hiring is unclear a priori, I address this issue by re-estimating
Equation (POLICY) at the faculty level. Under the assumption that cross-hirings
occur only among closely related fields (e.g., between economics and business,
but not between economics and engineering), this approach effectively rules out
cross-hiring effects across observations.

Estimates from this exercise are presented in Panel B of Table 1.10. Notably,
the sign and magnitude of the estimated effect remain similar to those obtained
in the field-level regression, suggesting that each AA appointment translates to
approximately π̂ ≈ 0.31 additional female professors. However, the results are no
longer statistically significant, likely due to the reduced variation and sample size
resulting from aggregating fields into faculties.
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Figure 1.9: Policy Effect Estimates – Visual
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Note: This figure displays a binscatter plot constructed from the residualized values of the dependent variable
(∆fjg) and the share of AA-funded hires, fAA

jg . To generate the plot, both variables are first residualized with
respect to the covariates in Equation (POLICY); the residuals are then binned into equally spaced intervals,
with the mean value of the dependent variable computed for each bin. The red cross marks the overall mean
share of AA hires across all funding periods, while the two grey arrows indicate the two extreme cases for π.

1.6 Conclusion

This paper studies the impact of hiring a female professor. I address the endo-
geneity in hiring decisions by leveraging the introduction of the Professorinnen-
programm, an affirmative action policy by the German Ministry of Education.
The program provides a five-year subsidy of up to 825,000 Euros (165,000 Euros
annually) to cover the costs associated with the initial appointment of women
to permanent full professorships. Since its inception in 2008, the program has
facilitated the appointment of 845 women as full professors, accounting for 12%
of all female appointments to full professorships, with a total expenditure of
820 million Euros. For identification, I employ an instrumental variable design
using administrative data on all academic personnel employed at public Ger-
man universities from 2002 to 2023. I utilize the program’s requirement that
subsidized appointments must eventually be converted into permanent positions,
which makes departments with high retirement probabilities during the subsidy
period marginally more likely to appoint a woman as a full professor.

My analysis suggests three lessons about the impact of appointing a female
professor. First, exposure to a female professor increases the share of female PhD
students by 18%. This effect is primarily driven by students who completed their
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undergraduate studies in the same department, suggesting that female professors
act as role models and mentors for aspiring female academics. Notably, I do not
observe changes in the hiring patterns for senior academic positions. Second,
exposure to a female professor increases the number of female co-authors among
junior men, mainly through collaboration with the newly hired woman’s peer
network. Third, I document that research output and research direction remain
unaffected by the presence of an additional female professor.

When considering affirmative action policies, policymakers must weigh these
benefits against the estimated costs of 2.2 million Euros per additional female
professor.
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1.A Additional Tables

Table 1.A.1: Public Universities by State

No. State University No. State University

1 BB Brandenburg University of Technology 43 NI Osnabrück University
2 BB European University Viadrina Frankfurt 44 NI Technical University of Braunschweig
3 BB Film University Babelsberg 45 NI University of Göttingen
4 BB University of Potsdam 46 NI University of Hildesheim
5 BE Free University of Berlin 47 NI University of Lüneburg
6 BE Humboldt University of Berlin 48 NI University of Oldenburgurg
7 BE Technical University of Berlin 49 NI University of Vechta
8 BW Heidelberg University 50 NI University of Veterinary Medicine
9 BW Karlsruhe Institute of Technology 51 NW Bielefeld University

10 BW University of Freiburg 52 NW German Sport University Cologne
11 BW University of Hohenheim 53 NW Ruhr University Bochum
12 BW University of Konstanz 54 NW RWTH Aachen University
13 BW University of Mannheim 55 NW Technical University of Dortmund
14 BW University of Stuttgart 56 NW University of Bonn
15 BW University of Tübingen 57 NW University of Cologne
16 BY Bundeswehr University Munich 58 NW University of Duisburg-Essen
17 BY Catholic University of Eichstätt-Ingolstadt 59 NW University of Dusseldorf
18 BY Technical University of Munich 60 NW University of Hagen
19 BY University of Augsburg 61 NW University of Münster
20 BY University of Bamberg 62 NW University of Paderborn
21 BY University of Bayreuth 63 NW University of Siegen
22 BY University of Erlangen-Nuremberg 64 NW University of Wuppertal
23 BY University of Munich 65 RP University of Administrative Sciences
24 BY University of Passau 66 RP University of Kaiserslautern
25 BY University of Regensburg 67 RP University of Koblenz and Landau
26 BY University of Ulm 68 RP University of Mainz
27 BY University of Würzburg 69 RP University of Trier
28 HB University of Bremen 70 SH Kiel University
29 HE Goethe University Frankfurt 71 SH University of Flensburg
30 HE Technical University of Darmstadt 72 SH University of Lübeck
31 HE University of Giessen 73 SL Saarland University
32 HE University of Kassel 74 SN Chemnitz University of Technology
33 HE University of Marburg 75 SN Dresden University of Technology
34 HH HafenCity University Hamburg 76 SN Freiberg University of Mining
35 HH Hamburg University of Technology 77 SN Leipzig University
36 HH Helmut Schmidt University 78 ST University Halle-Wittenberg
37 HH University of Hamburg 79 ST University Magdeburg
38 MV University of Greifswaldd 80 TH Bauhaus University Weimar
39 MV University of Rostock 81 TH Ilmenau University of Technology
40 NI Clausthal University of Technology 82 TH University of Erfurt
41 NI Hannover Medical School 83 TH University of Jena
42 NI Leibniz University Hannover

Note: The table presents a list of all public universities along with their corresponding states included in the
analysis, as listed in the ‘Hochschulpersonalstatistik’ (Destatis, 2018).
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Table 1.A.2: Subsidy Characteristics by Faculty and Field

Subsidized Hirings Subsidy Characteristics

No. Faculty Field Share Total Duration Amount Regular

(1) (2) (3) (4) (5) (6) (7) (8)

1 Humanities Media Studies 5.57 24 4.68 351 0.71
2 Humanities Language Studies 5.10 22 4.84 336 0.91
3 Humanities German Studies 5.10 22 4.63 299 0.73
4 Humanities History 3.71 16 4.52 300 0.81
5 Humanities Philosophy 2.32 10 4.26 298 0.60
6 Humanities Theology 1.39 6 4.74 324 0.83

7 Sports Sciences Sport 1.62 7 4.63 353 0.57

8 Social Sciences Educational Sciences 8.58 37 4.81 344 0.89
9 Social Sciences Business 6.73 29 4.65 346 0.90

10 Social Sciences Sociology 5.80 25 4.29 301 0.72
11 Social Sciences Legal Sciences 4.18 18 4.80 367 0.83
12 Social Sciences Psychology 3.94 17 4.49 335 0.76
13 Social Sciences Political Sciences 3.25 14 4.51 310 0.71
14 Social Sciences Economics 2.09 9 4.92 394 0.78

15 Natural Sciences Biology 5.80 25 4.72 356 0.76
16 Natural Sciences Chemistry 5.34 23 4.76 347 0.78
17 Natural Sciences Mathematics 3.71 16 4.90 367 0.69
18 Natural Sciences Physics 2.32 10 4.92 381 0.60
19 Natural Sciences Geography 2.09 9 4.31 338 0.56

20 Life Sciences Medicine 3.94 17 4.81 333 0.41
21 Life Sciences Dentistry 0.46 2 4.92 375 0.50

22 Agricultural Sciences Biotechnology 1.62 7 4.92 389 1.00
23 Agricultural Sciences Forestry 0.93 4 4.44 313 0.75
24 Agricultural Sciences Veterinary Medicine 0.23 1 2.00 171 0.00
25 Agricultural Sciences Nutrital Sciences 0.00 0 - - -

26 Engineering Architecture 3.25 14 4.88 362 0.79
27 Engineering Computer Science 3.02 13 4.35 342 0.23
28 Engineering Mechanical Engineering 1.39 6 4.92 379 1.00
29 Engineering Electrical Engineering 1.39 6 4.92 369 0.33
30 Engineering Civil Engineering 1.16 5 4.82 345 0.40
31 Engineering Mining 0.23 1 4.92 375 1.00

32 Art Sciences Visual Arts 2.09 9 4.68 311 0.89
33 Art Sciences Musicology 1.62 7 4.35 307 0.86

Note: The table presents a list of all fields and their corresponding faculties included in the analysis, as listed
in the ‘Hochschulpersonalstatistik’ (Destatis, 2018). Columns (4) and (5) provide the share and number of
subsidized appointments by field, while columns (6) to (8) detail the subsidy duration, amount, and type by
field.
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Table 1.A.3: Full Professor Characteristics by Gender

Men Women Difference
Mean SD N Mean SD N

(1) (2) (3) (4) (5) (6) (7)

Panel A: Field

Humanities 0.170 0.376 183, 244 0.314 0.464 45, 314 0.145***
Sports 0.012 0.107 183, 244 0.001 0.098 45, 314 -0.002***
Social Sciences 0.238 0.426 183, 244 0.302 0.459 45, 314 0.063***
Natural Sciences 0.297 0.457 183, 244 0.185 0.388 45, 314 -0.112***
Health Sciences 0.024 0.154 183, 244 0.049 0.216 45, 314 0.025***
Agricultural Sciences 0.028 0.164 183, 244 0.028 0.164 45, 314 0.000
Engineering 0.200 0.400 183, 244 0.083 0.276 45, 314 -0.118***
Arts 0.024 0.154 183, 244 0.049 0.216 45, 314 0.025***

Panel B: Compensation

C4 0.315 0.465 183, 244 0.152 0.359 45, 314 -0.143***
C3 0.169 0.374 183, 244 0.164 0.370 45, 314 0.008***
W3 0.326 0.469 183, 244 0.349 0.477 45, 314 -0.001
W2 0.152 0.359 183, 244 0.273 0.445 45, 314 0.111***
Full-time 0.981 0.137 183, 244 0.967 0.179 45, 314 -0.014***

Panel C: Financing Source

Regular Budget 0.876 0.330 183, 244 0.818 0.385 45, 314 -0.053***
DFG Funds 0.006 0.075 183, 244 0.009 0.095 45, 314 0.003***
EU Funds 0.002 0.046 183, 244 0.005 0.069 45, 314 0.002***
Excellence Initiative 0.006 0.078 183, 244 0.010 0.099 45, 314 0.003***

Panel D: Leadership Positions

Rector 0.000 0.015 42, 289 0.000 0.121 13, 066 0.000
Prorector 0.003 0.058 42, 289 0.006 0.121 13, 066 0.003***
President 0.000 0.005 42, 289 0.000 0.121 13, 066 0.000
Vice-President 0.004 0.067 42, 289 0.008 0.121 13, 066 0.004***
Chancellor 0.000 0.000 42, 289 0.000 0.000 13, 066 0.000

Panel E: Pre-Tenure Position

Ass. Prof. w/o TT 0.035 0.184 36, 229 0.062 0.241 10, 376 0.027***
Ass. Prof. with TT 0.012 0.108 36, 229 0.024 0.154 10, 376 0.012***
W2 w/o TT 0.034 0.180 36, 229 0.046 0.209 10, 376 0.012***
W2 with TT 0.008 0.087 36, 229 0.011 0.103 10, 376 0.003***
Habilitation 0.602 0.490 36, 229 0.541 0.498 10, 376 -00.060***
Habilitation (equivalent) 0.207 0.405 36, 229 0.202 0.402 10, 376 0.003***

Panel F: Individual Characteristics

Age 51.825 8.190 183, 244 49.163 7.806 45, 314 -2.678***
Age Tenure 40.775 5.010 114, 156 41.231 5.089 25, 074 0.595***
Age Highest Degree 37.564 3.969 26, 451 38.902 4.471 7, 201 1.339***
German 0.925 0.264 183, 244 0.911 0.285 45, 314 -0.013***
PhD Highest Degree 0.338 0.473 41, 391 0.400 0.490 12, 690 0.061***
Habilitation Highest Degree 0.639 0.480 41, 391 0.567 0.495 12, 690 -0.071***

Note: The table shows descriptive statistics for the sample of full professors from 2008–2022. The difference
reported in column (7) is the coefficient obtained by regressing an indicator for women on the respective variable
controlling for year fixed effects. *** p < 0.01, ** p < 0.05, * p < 0.1.
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1.B Additional Figures

Figure 1.B.1: Literature Overview
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Note: Effect and sample sizes for the evaluation of the gender habit-breaking workshop correspond to Table 3
in Carnes et al. (2015) and Table 1 in Devine et al. (2017). Effect and sample sizes for the random allocation
of hiring committees in Italy and Spain are taken from Table 1 in Bagues, Sylos-Labini and Zinovyeva (2017).
Effect and sample sizes for the evaluation of tenure clock stopping policies are taken from Table 2 in Antecol,
Bedard and Stearns (2018). Effect and sample sizes for the evaluation of the CeMENT mentoring program
are retrieved from Table 2 in Blau et al. (2010) and Table 3 in Ginther et al. (2020). Treatment effects across
studies are made comparable by considering the main specification of each paper and computing the percent
increase from the pre-treatment control-group mean.
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Figure 1.B.2: Employment Plan University of Mannheim

Note: The figure displays an excerpt from the 2019 budget of the state of Baden-Wuerttemberg, listing
the Employment Plan for the University of Mannheim (Ministerium für Wissenschaft, Forschung und Kunst
Baden-Württemberg, 2020).



62 | Consequences of Affirmative Action

Figure 1.B.3: Application Timeline

Note: The figure exemplarily presents the timeline of application steps for the first two funding periods, as
outlined in Gemeinsame Wissenschaftskonferenz (2013–2022). Each funding period includes an application
phase, followed by a funding phase during which successfully evaluated universities can use subsidies to appoint
up to three women to full professor positions.

Figure 1.B.4: Job Advertisement Example – University of Tübingen

Philosophische Fakultät

W3 Professuren

Professur (W3) für Archäologie des Mittelalters

Am Institut für Ur- und Frühgeschichte und Archäologie des Mittelalters der Universität Tübingen ist zum

nächstmöglichen Zeitpunkt eine 

Professur (W3) für Archäologie des Mittelalters 

zu besetzen.

Der künftige Stelleninhaber bzw. die künftige Stelleninhaberin soll die Archäologie des europäischen Mittelalters in

Forschung und Lehre in großer Breite vertreten. Erwartet werden die Fähigkeit und Bereitschaft zur interdisziplinären

Zusammenarbeit und insbesondere zur Mitwirkung in interdisziplinären Forschungsverbünden der Fakultät. Weiterhin

wird die Bereitschaft zur Kooperation mit außeruniversitären Einrichtungen in diesem Bereich (Museen,

Denkmalspflegebehörden) erwartet.

Einstellungsvoraussetzungen sind die Habilitation oder gleichwertige wissenschaftliche Leistungen, international

beachtete Publikationen sowie nachgewiesene didaktische Eignung.

Die Universität Tübingen strebt eine Erhöhung des Anteils von Frauen in Forschung und Lehre an und bittet deshalb

entsprechend qualifizierte Wissenschaftlerinnen nachdrücklich um ihre Bewerbung. Qualifi-zierte internationale

Wissenschaftlerinnen und Wissenschaftler sind ausdrücklich aufgefordert, sich zu bewerben. 

Schwerbehinderte werden bei gleicher Eignung bevorzugt berücksichtigt.

Bewerbungen mit den üblichen Unterlagen (Lebenslauf, Kopien von Zeugnissen, Schriftenverzeichnis, Verzeichnis der

abgehaltenen Lehrveranstaltungen zusammen mit den selbst verfassten Monographien und bis zu 5 Aufsätzen) sind bis

zum 15.04.2019 in elektronischer Form zu richten an den Dekan der Philosophischen Fakultät, Prof. Dr. Jürgen

Leonhardt, Keplerstraße 2, 72074 Tübingen (bewerbungen@philosophie.uni-tuebingen.de). Bei Rückfragen wenden Sie

sich bitte an den Dekan.

Professur (W3) für Kunstgeschichte

Am Kunsthistorischen Institut der Universität Tübingen ist zum 01.10.2019 eine

Professur (W3) für Kunstgeschichte

zu besetzen.

Die Stelleninhaberin/Der Stelleninhaber soll das Fach in Forschung und Lehre in großer Breite vertreten. Erwartet wird

ein ausgewiesener Forschungsschwerpunkt im Bereich der Kunst des Mittelalters; einschlägige Kompetenzen in der

Architekturgeschichte sind erwünscht, aber nicht Voraussetzung. Neben der Beteiligung an allen kunsthistorischen

Studiengängen werden die Fähigkeit und Bereitschaft zur interdisziplinären Zusammenarbeit und insbesondere zur

Mitwirkung in interdisziplinären Forschungsverbünden der Fakultät erwartet.

Philosophische Fakultät

W3 Professuren

Professur (W3) für Archäologie des Mittelalters

Am Institut für Ur- und Frühgeschichte und Archäologie des Mittelalters der Universität Tübingen ist zum

nächstmöglichen Zeitpunkt eine 

Professur (W3) für Archäologie des Mittelalters 

zu besetzen.

Der künftige Stelleninhaber bzw. die künftige Stelleninhaberin soll die Archäologie des europäischen Mittelalters in

Forschung und Lehre in großer Breite vertreten. Erwartet werden die Fähigkeit und Bereitschaft zur interdisziplinären

Zusammenarbeit und insbesondere zur Mitwirkung in interdisziplinären Forschungsverbünden der Fakultät. Weiterhin

wird die Bereitschaft zur Kooperation mit außeruniversitären Einrichtungen in diesem Bereich (Museen,

Denkmalspflegebehörden) erwartet.

Einstellungsvoraussetzungen sind die Habilitation oder gleichwertige wissenschaftliche Leistungen, international

beachtete Publikationen sowie nachgewiesene didaktische Eignung.

Die Universität Tübingen strebt eine Erhöhung des Anteils von Frauen in Forschung und Lehre an und bittet deshalb

entsprechend qualifizierte Wissenschaftlerinnen nachdrücklich um ihre Bewerbung. Qualifi-zierte internationale

Wissenschaftlerinnen und Wissenschaftler sind ausdrücklich aufgefordert, sich zu bewerben. 

Schwerbehinderte werden bei gleicher Eignung bevorzugt berücksichtigt.

Bewerbungen mit den üblichen Unterlagen (Lebenslauf, Kopien von Zeugnissen, Schriftenverzeichnis, Verzeichnis der

abgehaltenen Lehrveranstaltungen zusammen mit den selbst verfassten Monographien und bis zu 5 Aufsätzen) sind bis

zum 15.04.2019 in elektronischer Form zu richten an den Dekan der Philosophischen Fakultät, Prof. Dr. Jürgen

Leonhardt, Keplerstraße 2, 72074 Tübingen (bewerbungen@philosophie.uni-tuebingen.de). Bei Rückfragen wenden Sie

sich bitte an den Dekan.

Professur (W3) für Kunstgeschichte

Am Kunsthistorischen Institut der Universität Tübingen ist zum 01.10.2019 eine

Professur (W3) für Kunstgeschichte

zu besetzen.

Die Stelleninhaberin/Der Stelleninhaber soll das Fach in Forschung und Lehre in großer Breite vertreten. Erwartet wird

ein ausgewiesener Forschungsschwerpunkt im Bereich der Kunst des Mittelalters; einschlägige Kompetenzen in der

Architekturgeschichte sind erwünscht, aber nicht Voraussetzung. Neben der Beteiligung an allen kunsthistorischen

Studiengängen werden die Fähigkeit und Bereitschaft zur interdisziplinären Zusammenarbeit und insbesondere zur

Mitwirkung in interdisziplinären Forschungsverbünden der Fakultät erwartet.

Note: The figure displays a job advertisement from the Art History department at the University of Tübingen
(Eberhard Karls Universität Tübingen, 2019), intended to be funded through the Professorinnenprogramm.
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Figure 1.B.5: Identifying Variation
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Panel B: All Universities
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Note: Panel A of the figure illustrates the identifying variation for the University of Stuttgart. Figure 1.B.5a
displays the eligibility status of the University of Stuttgart across funding periods. Figure 1.B.5b depicts
residualized variation in departmental retirement probabilities for the University of Stuttgart across funding
periods. Panel B of the figure illustrates the identifying variation across all universities. Figure 1.B.5c displays
the eligibility status of universities across funding periods. Figure 1.B.5d depicts residualized variation in
departmental retirement probabilities across funding periods, with each row representing a department within a
university.
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Figure 1.B.6: Affirmative Action Appointments by Faculty and Year
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Note: The figure shows the number of affirmative action appointments by year and faculty across public
universities, as detailed in Appendix Table 1.A.1. In total, the sample includes 431 subsidized appointments of
women to full professor positions. Figure 1.B.6a presents the absolute number of subsidized appointments, while
Figure 1.B.6b displays these numbers as a proportion of the total number of subsidized appointments per year.

Figure 1.B.7: Distributed Funds by Funding Period and Year
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Note: The figure illustrates the share of funds utilized over time for each funding period. The share is calculated
by summing the subsidies granted to all types of universities over time, as recorded in the Federal Government’s
funding portal (Bundesregierung, 2023), and dividing this total by the budgetary resources allocated for each
funding period, as detailed in Table 1.3.
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1.C Additional Analyses

1.C.1 Text Analysis

To explore this possibility, I conduct a text analysis on all available application
documents, which I gather by systematically searching all university web pages for
Professorinnenprogramm application documents. In total, I collect 247 documents:
143 covering eligible universities, 103 covering ineligible ones.

The analysis proceeds in two steps. First, I evaluate the semantic similarity of
application documents from positively and negatively evaluated universities. In
particular, I evaluate whether the tone of application documents differs between
the two cases or whether they use different language to support their application.
I measure semantic similarity using three measures. Subjectivity measures the
degree to which a piece of text expresses personal opinions, feelings, or judgments,
rather than factual information. It ranges from 0 to 1, where 0 indicates an
objective, factual statement and 1 indicates a highly subjective, opinionated
statement. Polarity is a measure of the sentiment expressed in a piece of text.
It ranges from -1 to 1, where negative values indicate negative sentiment and
positive values indicate positive sentiment. Lastly, I provide a measure of language
similarity. To this end, I represent each application document as a word embedding.
An embedding is a vector representation of a text body in continuous space.
Application documents with similar embeddings are also likely to use similar
language. To test for differences in embeddings between application documents
of eligible and ineligible universities, I first retrieve the word embedding of each
article using a pre-trained language model32. Next, I extract the first principal
component across all application document embeddings. I standardize all three
measures to mean zero and standard deviation one, such that a one unit increase
corresponds to a one standard deviation increase of the respective measure.

To test for statistical differences along these measures, I estimate the following
regression equation

Yug = αu + αg + βEligibleug + εug (1.1)

where Yug indicates some text metric of application document submitted by
university u in funding period g. Eligibleug is an indicator equaling one if

32 In particular, I use the ’paraphrase-multilingual-MiniLM-L12-v2’ language model, which
paraphrases multilingual sentences and paragraphs as a 384 dimensional dense vector space.
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university u is positively evaluated in funding period g. Through αu and αg I
account for unobserved university-specific and time-specific effects.

The estimates shown in Columns (1)–(3) of Table 1.C.1 indicate that the applica-
tion documents do not differ along either dimension. Across all three measures, I
document a small and statistically insignificant effect, indicating that application
documents from eligible and ineligible universities use similar semantics and
language.

Table 1.C.1: Text Analysis of Application Documents

Semantics Topic Distribution

1st
Principal

Component

Subjectivity Polarity 1st
Principal

Component

2nd
Principal

Component

(1) (2) (3) (4) (5)

Eligible University -0.027 0.067 0.024 0.031 -0.252
(0.056) (0.084) (0.278) (0.637) (0.206)

Observations 134 134 134 134 134

Fixed Effects
University ✓ ✓ ✓ ✓ ✓
Funding Period ✓ ✓ ✓ ✓ ✓

Note: This table shows estimates from regressing various text-based metrics on an indicator of university
eligibility. The sample includes all publicly available application documents of the Professorinnenprogramm.
Columns (1)–(3) consider semantic metrics as described in Section 1.C.1. Columns (4)–(5) consider the first
two principal components of the topic model trained on the application documents. All specifications include
university and funding period fixed effects. *** p < 0.01, ** p < 0.05, * p < 0.1.

Next, moving beyond semantics, I aim to analyze whether the themes of appli-
cation documents differ by eligibility status. In a first step, I display the most
frequently used words in the application documents in Appendix Figure 1.C.1.
The size of each word is proportional to its relative frequency within the appli-
cation documents. Unsurprisingly, the application documents most frequently
mention ‘women’. To analyze the content structure in more detail, I proceed by
training a topic model on the application documents. A topic model is a statistical
model designed to discover abstract topics within a collection of documents or
texts. It is employed in natural language processing and machine learning to
identify the underlying themes or topics prevalent in a set of documents. The goal
is to automatically extract meaningful patterns and associations among words
for categorizing and understanding the content of text documents. Intuitively, a
topic model algorithm computes a word embedding for each document and then
clusters documents close in vector space.
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Figure 1.C.1: Application Documents – Wordcloud

Note: The figure displays wordclouds depicting the most frequently used words in the application documents
discussed in Appendix Section 1.C.1. All application documents have been translated into English, and common
stopwords have been excluded. The size of each word is proportional to its relative frequency within the
documents.

I train a topic model33 on all available application documents. After training, I
extract a topic distribution for each application document along the identified
topics. To compare the topic distribution of application documents by eligibility
status, I extract the first two principal components of the topic distribution and
use them as outcome variables in Equation (1.1).

1.C.2 Weak Instrument Considerations

It is well known that t-ratio tests over-reject when instruments are weak (Bound,
Jaeger and Baker, 1995; Staiger and Stock, 1997). The discussion on dealing with
potentially weak instruments revolves around two parameters: the first-stage
F-statistic and the endogeneity coefficient ρ, measuring the correlation between
structural and first-stage residuals. Within this framework, a high degree of
endogeneity calls for a strong instrument, i.e., a high first-stage F-statistic. In
contrast, ‘low’ endogeneity is reconcilable with a low first-stage F-statistic. In
particular, conventional (unadjusted) IV standard errors sufficiently account for
weak instruments unless endogeneity is ‘extraordinarily high’, defined as |ρ| > .565
(Angrist and Kolesár, 2021). However, because it might be challenging to bound
ρ a priori, numerous frequentist methods exist to adjust standard errors and
confidence intervals for potential inference distortions (Anderson and Rubin, 1949;
Lee et al., 2022).

33 I use the ’BERTopic’ Python module with default settings.
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I address potential weak instrument concerns in two ways. First, I report 95-
percent confidence intervals [ρ̂L, ρ̂U ] of the endogeneity parameter ρ. Appendix
Tables 1.C.2 and 1.C.3 show that my specification exhibits moderate to high
levels of endogeneity, exceeding the threshold of |ρ| > .565 when considering my
main specification. The high degree of endogeneity might not be surprising given
that the hiring of professors is a highly endogenous process. At the same time,
the high degree of endogeneity justifies my instrumental variable approach and
offers an explanation for the stark difference between OLS and 2SLS estimates
observed in Tables 1.7 and 1.8.

Complementing the bounding exercise on ρ, Appendix Tables 1.C.2 and 1.C.3
reports p-values of the Anderson-Rubin F -test (Anderson and Rubin, 1949) as well
as tF -adjusted standard errors (Lee et al., 2022). The procedure by Anderson and
Rubin yields confidence intervals with undistorted coverage for any pair of values
ρ and F . On the other hand, tF -adjusted standard errors assume a worst-case
endogeneity scenario, i.e., |ρ| = 1, and accordingly adjust the conventional 2SLS
standard errors by an adjustment factor based on the first-stage F -statistic and
the considered significance level.34 Under both procedures, my results remain
significant at the 1-percent level even when considering a worst-case endogeneity
scenario of |ρ| = 1 as assumed when computing tF -adjusted standard errors.

34 Both procedures yield correct coverage under arbitrarily weak instruments; however, the
expected length of the Anderson-Rubin confidence interval is infinite, while the corresponding
tF interval is finite (Lee et al., 2022).
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Table 1.C.2: Change in Hiring Patterns – Weak IV

Junior Faculty Ph.D. Students

Ass. Professor Post-Doc Overall Home

(1) (2) (3) (4)

Panel A: 2SLS Estimate

Female Hiring 0.034 -0.006 0.098*** 0.083***
(0.121) (0.109) (0.028) (0.029)

Observations 147,591 147,591 147,591 147,591

Panel B: Weak IV Considerations

Endogeneity Parameter ρ
max{|ρ̂L|, |ρ̂U |} 0.589 0.612 0.472 0.491

Anderson-Rubin Inference
p-value 0.831 0.764 0.032 0.021

tF-adjusted Standard Errors
5-percent Significance (0.146) (0.142) (0.034) (0.033)
1-percent Significance (0.161) (0.178) (0.041) (0.041)

Fixed Effects
Department ✓ ✓ ✓ ✓
Field × Year ✓ ✓ ✓ ✓
University × Year ✓ ✓ ✓ ✓

Note: Panel A displays 2SLS estimates based on Equation (IV2). Panel B reports three measures to discover
and account for the presence of weak instruments. First, I report a bound on the endogeneity parameter ρ by
following Online Appendix Section A.8.3 of Lee et al. (2022). In particular, I use 95-percent tF confidence interval
endpoints [β̂L, β̂U ] to compute the endpoints ρ(β̂L) and ρ(β̂U ). Second, I report p-values of the Anderson-Rubin
F -test of endogenous regressors (Anderson and Rubin, 1949). Third, I construct tF -adjusted standard errors for
5-percent and 1-percent significance levels using first-stage F-statistics and critical values provided in Lee et al.
(2022). Robust standard errors, clustered by department and event, are reported in parentheses. Significance
levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 1.C.3: Change in Collaboration Patterns – Weak IV

All Women Men Men by Seniority (Quartiles)

Q1 Q2 Q3 Q4

(1) (2) (3) (4) (5) (6) (7)

Panel A: 2SLS Estimate

Female Hiring 0.019 0.011 0.028 0.074*** 0.051** 0.011 -0.004
(0.025) (0.023) (0.025) (0.027) (0.024) (0.023) (0.026)

Observations 147,591 147,591 147,591 147,591 147,591 147,591 147,591

Panel B: Weak IV Considerations

Endogeneity Parameter ρ
max{|ρ̂L|, |ρ̂U |} 0.464 0.764 0.452 0.552 0.489 0.452 0.689

Anderson-Rubin Inference
p-value 0.214 0.343 0.151 0.051 0.073 0.907 0.858

tF-adjusted Standard Errors
5-percent Significance (0.034) (0.032) (0.035) (0.038) (0.033) (0.033) (0.036)
1-percent Significance (0.045) (0.041) (0.044) (0.048) (0.045) (0.045) (0.047)

Fixed Effects
Department ✓ ✓ ✓ ✓ ✓ ✓ ✓
Field × Year ✓ ✓ ✓ ✓ ✓ ✓ ✓
University × Year ✓ ✓ ✓ ✓ ✓ ✓ ✓

Note: Panel A displays 2SLS estimates based on Equation (IV2). Panel B reports three measures to discover
and account for the presence of weak instruments. First, I report a bound on the endogeneity parameter ρ by
following Online Appendix Section A.8.3 of Lee et al. (2022). In particular, I use 95-percent tF confidence interval
endpoints [β̂L, β̂U ] to compute the endpoints ρ(β̂L) and ρ(β̂U ). Second, I report p-values of the Anderson-Rubin
F -test of endogenous regressors (Anderson and Rubin, 1949). Third, I construct tF -adjusted standard errors for
5-percent and 1-percent significance levels using first-stage F-statistics and critical values provided in Lee et al.
(2022). Robust standard errors, clustered by department and event, are reported in parentheses. Significance
levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.
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1.C.3 Quantifying the Impact of Affirmative Action

Model Framework Consider a model of academic fields j ∈ J observed over
two time periods, t ∈ {0, 1}. In the initial period (t = 0), each field has Tj0
available positions and hires Fj0 women. Over time, the total number of positions
evolves according to a field-specific factor γj, so that in period t = 1 the total
number of positions in field j is

Tj1 = (1 + γj)Tj0.

Similarly, the model accounts for field-specific female hiring trends, captured by
γFj , such that

Fj1 = (1 + γFj )Fj0.

Modelling Affirmative Action In period t = 1, an affirmative action (AA)
initiative is introduced. This policy provides subsidies for female hires but does not
increase the total number of available positions, so that Tj1 remains unchanged.
Let FAA

j1 denote the number of AA-funded female hires in field j. AA hires
constitute only a fraction of the female hires that would have occurred in the
absence of the policy, FAA

j1 < (1 + γFj )Fj0. The total number and share of female
hires in period t = 1 can thus be written as

Fj1 = (1 + γFj )Fj0 + π FAA
j1 ,

and
fj1 =

1 + γFj
1 + γj

fj0 + π fAAj1 .

Here π ∈ [0, 1] captures the degree to which AA-funded hires substitute for other
hires. Two extreme cases illustrate this interpretation. If π = 0, each AA hire
fully replaces a woman who would have been hired anyway, so the total number
of female hires remains unchanged. If π = 1, each AA hire displaces an otherwise
male hire.

Candidate Pool Constraint Thus far, the models assume that there is an
unlimited candidate pool in each field. However, in practice, the number of
suitable candidates is likely to be constrained – for instance, due to quality
thresholds. To account for this, each field is assumed to have a time-variant
pool of suitable candidates, with CF

jt and CM
jt denoting the numbers of available
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and suitable female and male candidates at time t, respectively. These pools are
always sufficient to fill the available positions, i.e.,

CF
jt ≥ Fjt and CM

jt ≥ Mjt ∀j, t.

In period t = 1, the maximum possible additional female hires attributable to
AA are constrained by the number of available female candidates. Specifically,
AA hires cannot exceed

F̄AA
j1 = CF

j1 − (1 + γFj )Fj0.

If πFAA
j1 > F̄AA

j1 , all AA hires exceeding F̄AA
j1 must substitute for women who

would have been hired anyway. To reflect this constraint, I define the effective
conversion rate π̄j as

π̄j ≡ π
F̄AA
j1

FAA
j1

.

which scales π by the proportion of AA hires that do not exceed the constraint.

Correspondingly, the change in the share of female hires from period t = 0 to
t = 1 is given by

∆fj = fj1 − fj0 =
[

1 + γFj
1 + γj

− 1
]
fj0︸ ︷︷ ︸

≡αj

+π̄jfAAj1 .

The first term, αj , represents the baseline change in the female hiring share driven
by the differential growth rates of female versus overall hires. The second term,
π̄jf

AA
j1 , captures the additional increase in female hires attributable to AA-funded

positions.
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1.D Additional Data

1.D.1 Alternative Retirement Measures

In Section 1.5.1, I show that my findings remain robust when using alternative
retirement measures. Specifically, I construct binary indicators based on whether
any department member reaches a certain age threshold, such as the statutory
retirement age. While these binary measures yield estimates of similar size to
the continuous measure, they are less statistically significant. I attribute this to
two factors. First, my continuous approach accounts for cases where multiple
professors in a department are nearing retirement by aggregating individual
retirement probabilities. A binary model, on the other hand, cannot differentiate
between departments with several impending retirements and those with only
one. Second, a binary measure discards variation in retirement timing that the
continuous measure is able to capture.

In particular, a binary approach would be reasonable if all professors retired
precisely at the statutory retirement age. However, in Germany, professors have
considerable flexibility in deciding when to retire. As shown in Appendix Figure
1.D.1a, most professors retire at the age of 65, around 25%.35 Besides this,
retirement ages vary widely, with the distribution being notably right-skewed:
only around 25% of professors retire before 65, while around 50% retire after.
Therefore, for example, a binary indicator with a cutoff at 65 would misclassify
about 25% of retirement decisions as false negatives.

Retirement timing also varies across other dimensions. Appendix Figures 1.D.1b
and 1.D.1c indicate that women retire substantially earlier than men. Similarly,
Appendix Figures 1.D.1d and 1.D.1e reveal substantial differences across academic
disciplines: historians tend to postpone retirement as long as possible, while
art professors often retire early. A binary retirement indicator fails to account
for these nuances, imposing an overly simplistic model on the data-generating
process. In contrast, the continuous measure captures this variation, leading to
higher statistical power in subsequent analyses. Therefore, the main analysis is
based on this measure.

35 The statutory retirement age has gradually increased, starting at 65 for individuals born
before 1946 and reaching 67 for those born after 1964. Most professors retiring between 2000
and 2010 were still subject to the 65 or 66 statutory retirement age.
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Figure 1.D.1: Retirement Probability Distributions
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Note: The figure illustrates the retirement probability distributions of full professors across various subgroups.
Figure 1.D.1a displays the overall share. Figures 1.D.1b and 1.D.1c break down this data by gender, while
Figures 1.D.1d and 1.D.1e distinguishes between history and arts departments. All figures are based on the
population of professors who retired between 2000 and 2010 and were employed at public German universities.
The data are sourced from the Hochschulpersonalstatistik, as detailed in Section 1.3.1.
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1.D.2 Matching Research Output

The ‘Hochschullehrerverzeichnis’ is an annual directory that lists all German
university professors along with their affiliations and descriptions of their disci-
plines (Hochschulverband, 2002–2022). Appendix Figure 1.D.2 shows an example
excerpt of the first entry of the 2008 HLV, which comprises 750 pages of similar
layout. I first digitized all the directories covering the years 2002–2022 using
optical character recognition. The first entry shown in Appendix Figure 1.D.2
provides an overview of the typical structure of each entry:

Aach, Til; Dr.-Ing., Prof. RWTH Aachen;
Signalverarbeitung u. Prozeßrechentechnik,
Bildverarbeitung, med. Bildverarbeitung,
Mustererkennung; di: RWTH, Fak. f.
Elektrotechnik u. Informationstechnik, Lst.
für Bildverarbeitung, Sommerfeldstraße,
52056 Aachen, T: (0241) 8027860, F:
8022200, til.aach@lfb.rwth-aachen.de;
www.isip.uni-

luebeck.de

This entry lists the name (Aach, Til), title (Dr.-Ing.), position (Prof.), institution
(RWTH Aachen), academic discipline (Signalverarbeitung u. Prozeßrechentechnik,
Bildverarbeitung, Mustererkennung), and contact information (di: RWTH, Fak.
f. Elektrotechnik u. Informationstechnik, Lst. für Bildverarbeitung, Sommerfeld-
straße, [...]).

The objective is to extract the position, department, and institution from each
entry. To achieve this, I utilize classification algorithms trained using 1,000
randomly selected and manually classified entries. For each algorithm, I manually
define a set of categories to choose from. For institutions, the potential targets
include all public universities in Germany as listed in Appendix Tables 1.A.1,
while the set of potential departments corresponds to those listed in the HPS
as listed in Appendix Table 1.A.2. If a university does not have a specific
department – for example, if a university lacks an art history department – the
set of potential departments is limited to those that are actually present at that
university (as identified through the HPS). The position categories include full
professor, assistant professor, and other professor. In the latter category, I classify
emeritus and honorary professors. If the algorithm assigns multiple positions, the
highest one is assigned. For instance, in the example provided, the algorithms
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correctly infer the position (full professor), department (computer science), and
institution (RWTH Aachen).

In total, I classify entries for 1.2 million individuals, averaging approximately
60,000 entries per year. Next, I match these entries over time by identifying
individuals with the same name, department, and university. If a direct match
is not found, I narrow the criteria to just name and department to account for
potential changes in affiliation. Throughout, I retain only individuals with unique
matches. In the next step, I combine this panel with research output data obtained
from OpenAlex. For each professor identified in the ‘Hochschullehrerverzeichnis’,
I search for researchers with the same name and affiliation in the OpenAlex data.
In cases of multiple matches, I manually verify and assign matches by comparing
publication records. By aggregating the resulting panel by department and year,
I can track departmental research output and collaboration patterns over time.
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Figure 1.D.2: Exemplary Excerpt from the ‘Hochschullehrerverzeichnis’

Note: The figure provides an example excerpt from the Hochschullehrerverzeichnis in 2008 (Hochschulverband,
2002–2022). Each entry lists the professor’s name, university, and field of specialization. The pages from each
volume are digitized using optical character recognition. The entries are matched over time by identifying
individuals with the same name, department, and university. If a direct match cannot be established, the criteria
are narrowed to name and department to account for potential changes in affiliation. For further details, refer to
Appendix Section 1.D.2.

1.D.3 Measuring Changes in Research Direction

To measure changes in research direction, I first construct department-specific
topic distributions using a topic model – an unsupervised machine learning
technique designed to uncover latent themes in textual data. This approach
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allows each text to be represented by a distribution of topics, providing a more
nuanced and detailed representation compared to binary classifications. I utilize
the BERTopic algorithm developed by Grootendorst (2022). Appendix Figure
1.D.3 provides an overview of the steps involved in this analysis.

I begin by collecting all abstracts of papers published by professors working
at Germany’s public universities during the sample period. For each academic
discipline, I train a separate topic model to identify and describe the topics
within this field. For each field f , I randomly select 10,000 papers authored by
researchers in field f and published between 2000 and 2022. To ensure equal
representation of abstracts across years, I stratify the randomization process by
year. The topic model is then trained on the entire set of abstracts from all years
to ensure a consistent and time-invariant set of topics for each field. Notably,
results from models trained on different datasets, such as annual subsets, are
inherently not comparable, as explained below.

The topic model algorithm involves two key steps. First, it represents each abstract
as a dense vector in continuous space, known as an embedding. For this purpose,
I utilize the pre-trained multilingual language model ’paraphrase-multilingual-
MiniLM-L12-v2’ (Reimers and Gurevych, 2019). This sentence-transformer maps
text to a 384-dimensional dense vector space, supports over 50 languages, and
considers the context in which words appear within sentences. Second, the topic
model algorithm clusters embeddings that are sufficiently close to each other
while being distinctly separated from other groups of embeddings. Each cluster
represents a distinct topic. The number of topics, or clusters, is determined
by setting hyperparameters that define what constitutes sufficiently close and
sufficiently far distances between embeddings. For technical details, interested
readers are referred to Grootendorst (2022). To objectively select these hyper-
parameters, I perform cross-validation to find the set that maximizes the topic
model’s coherence score, a metric used to assess the quality and interpretability
of the topics generated by the model (Mimno et al., 2011). This process results
in a representative topic distribution for each field, denoted as X(f), and a
covariance matrix VX(f) describing the correlation of topics within a field. For
instance, papers covering labor economics are more likely to touch on thematic
areas from public economics rather than from monetary economics. I utilize
this substitutability information when calculating how topic distributions change
over time. Lastly, I assign labels to each topic. This step is purely for human
understanding and does not influence how the model assigns topics. Initially, I
identify a collection of keywords and documents that most accurately depict each
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topic using a term frequency–inverse document frequency (TF-IDF) approach,
which highlights their significance. These selected keywords and documents
are then fed into OpenAI’s ChatGPT-4 (OpenAI, 2024), which I prompted to
generate a concise description of the topic in three words.

Once the topic model is trained, it can be used to predict the topic distribution
of previously unseen abstracts. The model converts each provided abstract into
an embedding and assesses its alignment within the clusters of identified topics
from the training phase. This process enables us to predict the topic distribution
across all academic work published during the sample period. To ensure each
professor’s equal weighting in computing departmental topic distributions, I first
average the paper-specific topic distributions by author and year, resulting in
annual topic profiles for each professor. Subsequently, these individual profiles are
averaged by department and year to produce departmental topic distributions.

Next, I analyze whether these average topic distributions differ between depart-
ments that appoint a female professor and those that do not. I measure changes in
topic distributions within departments across years via the Mahalanobis distance:

dM ≡ dM(y⃗it, y⃗iτ ) =
√

(y⃗it − y⃗iτ )V−1
X (y⃗it − y⃗iτ )

Here, the vectors y⃗it and y⃗iτ , represent the topic distribution of department i
in year t and the pre-funding period τ ≡ τ(g), respectively. The Mahalanobis
distance assumes that these vectors are drawn from some distribution X on RK

with covariance matrix VX, which I replace by the sample analogs obtained from
the field-specific topic models.

A unit increase in dM indicates that department i’s topic distribution in year t
deviates by one standard deviation from its distribution in τ . The measure is zero
if the topic distribution remains constant over time and diverges quadratically
to infinity as the distance between topic distributions increases. Unlike other
measures, the Mahalanobis distance allows accounting for different degrees of
substitutability between topics by weighting the distance using the inverse of
the covariance matrix, V−1

X . For instance, shifts from labor economics to public
economics are weighted less compared to shifts from labor economics to monetary
economics in the distance calculation. I use dM as the outcome measure in the
regression framework described in Section 1.4.
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Chapter 2

Leveling the Playing Field:
Knowledge Production in the
Digital Age
(joint with Jens Oehlen)

2.1 Introduction

The creation of new ideas is the central pillar of modern economic growth
(Romer, 1990; Jones, 1995). New insights are generated using existing knowledge
(Mokyr, 2011) and, in particular, knowledge created by scientific ’giants’ (Azoulay,
Graff Zivin and Wang, 2010; Iaria, Schwarz and Waldinger, 2018) which ultimately
fuels industrial innovation (Ahmadpoor and Jones, 2017; Bryan and Ozcan, 2021).
With the rise of the internet, the marginal cost of distributing scientific articles
has dramatically declined. However, access to the latest research is still severely
restricted. Only about 20 percent of peer-reviewed academic journals are published
under open access – the practice of providing online access to scientific information

∗ We are grateful to Antonio Ciccone, Matthew Gentzkow, Abhishek Nagaraj, Torsten Persson,
Giuseppe Sorrenti, Carolyn Stein, David Strömberg and Ulf Zölitz, for helpful comments and
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nomics of Education, WICK #10 at Collegio Carlo Alberto, University of Mannheim, Stanford
University, and Stockholm University for comments. Jens Oehlen gratefully acknowledges
funding from the Tom Hedelius foundation. The authors declare that we have no relevant or
material financial interests that relate to the research described in this paper. All errors are
our own.
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free of charge.1 The remaining 80% of journals are only available behind – often
very expensive – paywalls.

To what extent do access restrictions inhibit further knowledge production?
Despite potentially grave impacts, rigorous evidence on this question is surprisingly
scant. The key reason is that researchers’ journal-access is typically tied to
the academic institutions they are associated with. Hence, any comparison
across researchers with different journal-access conditions would be subject to
endogeneity.

In this paper, we overcome this challenge by focusing on a natural experiment.
We study how the consumption and production of new scientific insights are
affected when vast amounts of existing knowledge become freely available through
Sci-Hub. Sci-Hub is an online media tool developed in Almaty, Kazakhstan, that
offers free access to most scientific articles worldwide. Launched in 2011, the
website has garnered a global audience with roughly 3 million paper downloads
per day.2 However, Sci-Hub traffic across the world is not randomly distributed.
We, therefore, isolate quasi-exogenous variation through social networks using an
instrumented difference-in-differences framework. Akin to papers in the existing
media literature (Enikolopov, Makarin and Petrova, 2020; Müller and Schwarz,
2023), we argue that social connections often drive technology adoption. Sci-Hub
was created in Almaty, Kazakhstan, without large marketing budgets. Hence,
knowledge of its existence spread mainly via social networks, leading to increased
website traffic particularly in regions with stronger social ties to Almaty. For one
such network, we have high-quality data: anonymized friendship links measured
by Facebook. This allows us to examine the effect of Sci-Hub on knowledge
creation under the identifying assumption that scientific outcomes in regions with
different degrees of social connectedness to Almaty would have followed parallel
trends without the rise of Sci-Hub.

Our empirical analysis relies primarily on two key datasets. The first consists of
server log files from Sci-Hub, covering the period from its launch in 2011 through
2017. These logs capture approximately 300 million access requests worldwide,
with each entry recording the timestamp, article accessed, and—crucially—the
geolocation of the user’s IP address. Using this information, we construct a

1 Own calculations based on Scopus data from 2020.
2 Source: sci-hub.se/stats, late 2022. For comparison, JSTOR counted approximately 600,000
daily downloads in 2019 (source: about.jstor.org/librarians/journals/, accessed on 14th of
January 2023). PubMed received approximately 3 million searches and 2.5 million unique
visitors per day in 2017 (Fiorini, Lipman and Lu, 2017).
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dynamic, global measure of Sci-Hub usage intensity at the sub-national level. The
second dataset comes from OpenAlex, the successor to the Microsoft Academic
Graph. OpenAlex provides comprehensive global data on scientific publications.
We use it to build a panel dataset of subnational regions, capturing both citations
to closed-access papers and the geographical distribution of newly authored
scientific articles from 2000 to 2022.

Leveraging our large data, we start by documenting four facts. First, we show
that monetary restrictions are pervasive, yet particularly binding for top-quality
journals. On average, only 20% of journals operate under open access regimes and
the figure drops to 9% in the top percentile of all journals, as measured by impact
factor. If scientists had bulk access through their libraries and institutions, access
restrictions would not significantly hinder the spread and production of scientific
knowledge. However, our second fact speaks against an equal distribution of
access. We find that institutions in less developed regions are much less likely
to have JSTOR subscriptions, a proxy for institutional bulk access.3 Third, the
unequal distribution of access does not simply mimic an unequal distribution of
demand for high-quality knowledge. Our analysis of the freely available articles
on Sci-Hub yields that most downloads per researcher stem predominantly from
developing and emerging countries. Differences in demand are particularly large
for high-quality journals: researchers from low-income countries are four times
more likely to download papers from the top 1% of journals than researchers
in high-income countries. Finally, we document significant differences in the
production of high-quality research between less and highly-developed regions.
Among top journals, close to 90% of papers are written by authors based in
developed countries, while the share is reduced to approximately 50% at below-
median-quality journals. Taken together, these empirical patterns motivate the
question of whether and to what extent access restrictions cause the unequal
distribution of high-quality knowledge production.

Next, to initiate our causal analysis, we demonstrate that social connectedness
to the Almaty region is a strong predictor for Sci-Hub usage. An increase in
connectedness to Almaty by 1% is associated with a 0.34% higher Sci-Hub traffic
with an F-statistic of approximately 40. We conduct several tests on the validity
of the identification strategy. First, we show that social .connectedness is not
associated with differential trends in scientific outcomes in the ten years prior
to the launch of Sci-Hub. Second, we run horse races with connectedness to

3 JSTOR includes access to over 2800 academic journals
(https://about.jstor.org/librarians/journals/, 2024)
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major cities in countries neighboring Kazakhstan. We consistently find that
Almaty is a strong predictor of Sci-Hub traffic, whereas other regions show no
or slightly negative correlation. Third, we run placebo regressions using all
other subnational regions for which Facebook provides data. In this exercise,
again, Almaty emerges as a robust predictor, alleviating concerns of Facebook
connections per se predicting Sci-Hub take-up. Fourth, the same picture emerges
when estimating placebo reduced-form equations: connectedness to Almaty
predicts changes in scientific outcomes after 2011, whereas connectedness to other
regions does not. Throughout our analyses, we control for a host of covariates,
including year-by-country fixed effects and subnational fixed effects. Hence, all
identifying variation is the differential impact of connectedness on subnational
regions within a country over time.

Following the platform’s launch, regions with higher Sci-Hub traffic began refer-
encing more paywalled papers. Doubling Sci-Hub traffic leads to a five-percentage-
point increase in the share of references to closed-access publications (+7.4%).
We show that the largest increase in references accrues to papers published most
recently and in higher-ranked journals. Notably, we estimate decreases in refer-
ences to low-quality journals. This is consistent with the theory that open access
enables scientists to screen papers based on their complete merit rather than
relying solely on titles and abstracts (McCabe and Snyder, 2021). This suggests
two key benefits of the platform. Sci-Hub enables scientists to read and reference
significantly more frontier research, which would not have been possible in its
absence. At the same time, the informational value of citations has increased
since researchers cite fewer papers ‘unseen’. This is particularly important in
light of recent research documenting how citations as a performance metric aid
institutions in hiring and promotion of scientists (Hager, Schwarz and Waldinger,
2023).

Lastly, we investigate the potentially beneficial effects of Sci-Hub on follow-on
research. Using the same strategy outlined before, we demonstrate that regions
with greater connectedness to Almaty not only reference more high-quality works,
but also receive more citations themselves. Comparing publications published
in 2010 versus 2015, papers from a region with twice as many friendship links
as another see a differential increase in citations of almost 10%. However, we
do not find that these papers are published in relatively higher-ranking journals
nor that the research topic distribution shifts toward the frontier. These findings
suggest that quality improvements likely take more time to manifest in these other
dimensions. Alternatively, gatekeeping mechanisms may be at play, where editors
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have yet to recognize the enhanced quality of work, allowing for more publication
success in higher-ranking journals. Finally, we do not observe evidence for greater
spillovers of scientific insights to industry use. Yet, we remain cautious in drawing
firm conclusions from these results because the underlying patent data may not
capture global innovation activities accurately.

We contribute to several strands of literature. First, we add to studies on the
economics of science. Much of the earlier work in this field has focused on
understanding the academic publishing industry more broadly (McCabe, 2002;
Bergstrom and Bergstrom, 2004; Jeon and Menicucci, 2006) including the role of
open access journals (McCabe and Snyder, 2005). In recent years, the literature
has become more empirical and examined how research quantity and quality are
affected by peers (Waldinger, 2012), intellectual property rights (Williams, 2013;
Murray et al., 2016; Biasi and Moser, 2021), international cooperation (Iaria,
Schwarz and Waldinger, 2018; Yin et al., 2021; Jia et al., 2022), income inequality
(Agarwal and Gaule, 2020) and competition (Hill and Stein, 2021). We add to
this literature by examining the effect of a key pillar of knowledge creation: access
to previous knowledge.

While we are not the first to study the relevance of open access, most prior
empirical research on open access has focused on the effects on specific journals
or papers rather than on researchers.4 Moreover, the large majority of papers
do not rely on (quasi-)experimental variation. Notable exceptions are Davis
et al. (2008), and Davis (2011), who vary open access status for specific papers
experimentally. They find that open access papers gain more views and downloads,
but not citations.5 McCabe and Snyder (2014) use a difference-in-differences
design with journal-level variation and find increases in citations of approximately
8% when journals move from paid to open access.6 However, their conclusions are
drawn from a sample of journals mostly publishing work in ecology, botany, and
biology. The paper closest to our work, Bryan and Ozcan (2021), shows that open
access mandates imposed by the National Institutes of Health (NIH) significantly

4 For a systematic review, see Langham-Putrow, Bakker and Riegelman (2021).
5 The absence of effects on citations is likely a result of the selected study periods. In Davis
et al. (2008) citations were measured only one year after publication, leaving only a very limited
time period for realization of citation differences. In Davis (2011), on the other hand, the control
papers were moved from closed to open access within one year in 19 of the 20 participating
journals.
6 Consistent with our empirical results, open access decreased citations to journals of lower
quality. In a follow-up study, McCabe and Snyder (2021) investigate this seemingly surprising
result more closely. They argue that some scientists previously cited closed-access publications
based on abstract inspection only. Once journals moved to open access, closer inspection of
actual content likely prevented such “cites unseen” citations.
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increased industry-use of biomedical academic research. However, they do not
find an effect on scientific citations. A likely cause for these heterogeneous results
is differences across scientific fields. In our analysis across all fields, we find an
average impact of open access on follow-on science.7 Additionally, we advance the
scope and quality of existing evidence by focusing on a global natural experiment
with long time horizons.

Finally, we add to the literature studying the effects of media. Initially document-
ing the broader effects of specific technologies such as radio (Strömberg, 2004;
Yanagizawa-Drott, 2014; Adena et al., 2015), TV (Gentzkow, 2006; DellaVigna
and Kaplan, 2007; Enikolopov, Petrova and Zhuravskaya, 2011; Durante, Pinotti
and Tesei, 2019) and the spread of the internet (Falck, Gold and Heblich, 2014;
Guriev, Melnikov and Zhuravskaya, 2021), more recent work has focused on
specific digital tools such as Twitter (Müller and Schwarz, 2023; Cagé et al.,
2022), Facebook (Müller and Schwarz, 2021), VKontakte (Enikolopov, Makarin
and Petrova, 2020; Bursztyn et al., 2019) or Craigslist (Seamans and Zhu, 2014;
Djourelova, Durante and Martin, 2021) with a tremendous variety of different
outcomes. Here, we focus on a novel digital platform, an academic file-sharing
website, that is widely used across the world. We are unaware of other studies
documenting the causal effects of digital media on scientific outcomes.

The paper is structured as follows. First, we give a brief account of the background.
Then, we outline the data construction in Section 2.3. Section 2.4 discusses the
empirical strategy, and the results are shown in Section 2.5. Section 2.6 concludes.

2.2 Background

Reading research published in non-open-access journals requires previous payment
for specific articles or a journal subscription. Subscriptions can be costly because
five publishers control 56 percent of the market (Sample, 2012; Stoy, Morais
and Borrell-Damián, 2019). Hence, there is substantial variation in access to
research across universities and countries. While publishers partly serve an
economically meaningful purpose – ensuring quality scientific standards, curating
and disseminating academic work – they cannot internalize the benefits of offering
free access. As a result, knowledge through openly accessible publications is likely
an under-provided public good.

7 Consistent with the absence of effects on biomedical research in Bryan and Ozcan (2021), we
also attain the smallest effect sizes for medical and biochemical research.
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Inhibited by access restrictions, in 2011, a former student from Almaty, Kaza-
khstan, founded Sci-Hub. Sci-Hub is a so-called shadow library, an online platform
that contains illicit collections of scientific papers downloadable for free by anyone
with an internet connection. Sci-Hub is by far the world’s largest and most promi-
nent shadow library. In 2016, it hosted more than 50 million academic papers
covering roughly 85% of all closed-access papers, and in 2017 the platform had
roughly 500,000 daily visitors (Bohannon, 2016; Himmelstein et al., 2018). By late
2022, the website counted approximately 3 million daily downloads worldwide.8

To put these numbers into perspective, the traffic is comparable in magnitude
to websites such as JSTOR or PubMed. JSTOR counted approximately 600,000
daily downloads in 20199 whereas PubMed received approximately 3 million
searches and 2.5 million unique visitors per day in 2017 (Fiorini, Lipman and Lu,
2017).

Despite the large traffic, academic file-sharing platforms are still not known
by a large number of researchers. A survey by Segado-Boj, Martín-Quevedo
and Prieto-Gutiérrez (2022) reached out to roughly ninety thousand scientists
around the world to document the use of pirated document repositories. Even in
the arguably positively selected sample of 3,300 respondents, only a little over
half indicated ever having used such a platform. The remainder did not partly
because of ethical concerns (46%), but also simply because they didn’t know such
platforms existed (36%).

Sci-Hub was neither the first nor is currently the only shadow library. While other
shadow libraries existed beforehand, they either focused on hosting illicit copies
of academic books, like Library Genesis, or were only available to tech-savvy
users. Sci-Hub obtains scholarly work through leaked authentication credentials
for educational institutions (Elbakyan, 2017). These credentials enable Sci-Hub
to use institutional networks and gain access to the content of restricted-access
journals. Academic work through this channel is subsequently incorporated into
the Sci-Hub database and made available through the website. The ease of use
was likely a key factor for Sci-Hub becoming the most prominent shadow library
for journal publications. In Appendix Figure 2.B.1 we illustrate Sci-Hub’s front
page.

Despite its rapid spread, Sci-Hub was not met with unequivocal appreciation.
Large publishers pushed back against the platform in courts around the world.

8 Source: sci-hub.se/stats, accessed on 26th of November, 2022.
9 Source: about.jstor.org/librarians/journals/, accessed on 14th of January, 2023
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As a result, Sci-Hub lost numerous legal disputes, and the platform had to cycle
through at least 54 different domain names. In particular, the Eastern District
Court of Virginia (2017) “[...] ordered that any person or entity in privity with
Sci-Hub [...], including any Internet search engines, web hosting, and Internet
service providers, [...], and domain name registries, cease facilitating any or all
domain names and websites through which Defendant Sci-Hub engages in unlawful
practices.” Yet, to this date, the platform has remained online.

2.3 Data

Our main analysis relies on an annual global panel of subnational units from 2000
to 2022. The panel results from three primary data sources. First, we use publicly
available log files from Sci-Hub that record micro-level download activity from 2011
to 2013 and 2015 to 2017. For each download, we know the date and geographic
location of the download and the work retrieved. We observe more than 300
million download requests across 100,000 unique geographic locations within our
observation period. Second, we collect data on global scholarly output. Drawing
on data from OpenAlex, the successor to Microsoft Academic Graph, we construct
for each sub-national unit measures on publications, citations, and references. For
all measures, we distinguish between open- and restricted-access status as well
as quality and field of research. Third, to implement our identification strategy,
we add information on social network linkages between sub-national regions and
Almaty, where Sci-Hub was originally founded. These data are drawn from an
anonymized snapshot of all active Facebook users and their friendship networks.

2.3.1 Measuring Sci-Hub Activity

Sci-Hub log files were made available in three batches. First, logs of Sci-Hub usage
from September 1, 2015, through February 29, 2016, were released as part of a
descriptive study in Science (Bohannon, 2016). Log files for 2017 were released
on January 18 and updated on May 15, 2018. Finally, log files from 2011 to
2013 were released on January 27, 2020. Overall, the log files cover 1,394 days of
Sci-Hub usage, and 300 million recorded resolved requests.
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The log files contain three unprocessed pieces of information for all resolved
requests.10 First, they record the exact download date of each request from
which we identify the corresponding download year. Second, data entries include
the geographical location from which the download was made based on the IP
address of the download device. Unfortunately, it is impossible to determine
whether the location determined from the IP address matches the actual location
of the Sci-Hub user. For example, the two locations diverge if a virtual private
network (VPN) is used. While VPN usage likely introduces noise, it is unlikely to
invalidate our identification strategy and bias our results. First, VPNs were not
as ubiquitous and easy to use as they are today. Second, and more importantly,
for our results to be affected, VPN usage would need to (1) differently change in
high versus low connected sub-national units to Almaty after the introduction
of Sci-Hub (conditional on all covariates) while also (2) being correlated with
our outcomes of interest. So far, we do not have any evidence of this backdoor
mechanism. Moreover, Elbakyan herself has stated that less than 3% of Sci-Hub
users relied on VPNs (Bohannon, 2016). After pre-processing the log files, we
observe downloads across more than 100,000 unique geographic locations, which
we spatially aggregate into subnational units in a final step. The reason we
aggregate data by regions, as opposed to institutions, is that we cannot directly
link downloads to individual institutions. The third entry in the log files is the
DOI of the downloaded paper that allows attaching paper- and journal-specific
characteristics to each download.

Figure 2.1 shows the daily number of resolved requests across the time span for
which log files are available. Comparing the horizontal axis labeling between
Panels (a) and (b) shows the rapid increase in Sci-Hub usage from its onset in
late 2011 to our last observations in late 2017. The oscillating pattern reflects
usage peaks during the week and a leveling off of research activity on weekends.
Days with zero requests represent server outages. On average, each researcher
performs 4.1 downloads, a total of 217 downloads per research institution (see
Panel A of Appendix Table 2.A.1).

2.3.2 Measuring Global Research Output

To construct outcome measures, we draw on OpenAlex. OpenAlex is a fully open
catalog of global research output. The platform replaced Microsoft Academic

10 Appendix Figure 2.B.2 shows the structure of an entry in the Sci-Hub log-files and describes
how it is subsequently processed.
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Figure 2.1: Sci-Hub Downloads over Time
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Note: The figure shows the average daily Sci-Hub downloads by year. The figure includes all downloads
recorded in Sci-Hub log files from 2011 to 2013 and 2015 to 2017.

Graph (MAG), which was discontinued at the end of 2021. Its database was ini-
tially based on MAG’s existing records, but subsequently, coverage was improved
by incorporating data from Crossref, ORCID, Pubmed, arXiv, and DOAJ, among
many others. OpenAlex hosts all kinds of scholarly output, including journal
articles, books, datasets, and theses. At the end of 2022, OpenAlex indexed close
to 300 million works.

Recent bibliometric studies show that OpenAlex significantly increased MAG’s
coverage (Scheidsteger and Haunschild, 2022), which already, before its discontin-
uation, outperformed other subscription-based platforms such as Scopus, Web of
Science and Dimension in terms of coverage (Martín-Martín et al., 2021). With
Google Scholar unavailable for bulk data usage, OpenAlex appears to be the most
suitable alternative to studying global research patterns.

To construct measures of global research output, we download a snapshot of the
entire OpenAlex database as of August 2022 (roughly 300 gigabytes of compressed
data). The unit of observation within OpenAlex’s database is a scholarly work,
a journal article, a book, a dataset, or a thesis. To each work, multiple pieces
of publication-specific information are attached. Importantly, this includes the
publication year, the host venue (in most cases, journals), and a list of referenced
works.11 The list of referenced works allows us to back out the number and
quality of citations for each work. In our main analyses, we focus specifically on
journal publications and exclude non-scholarly works.

11 OpenAlex provides several other pieces of information. A complete list of available charac-
teristics can be found here.

https://docs.openalex.org/about-the-data/work
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Each article is connected to a set of authorship objects, representing an author
and their affiliated institution at the time of publication. Based on the affiliation
of authors and the geolocation of institutions12, we assign publications to sub-
national units. Each work is only counted once per institution for articles with
multiple co-authors from the same affiliation. If an author has multiple affiliations
across sub-national units, the publication is assigned to each sub-national unit
separately. Appendix Figure 2.B.3 gives an overview of the information we extract
from each entry in OpenAlex. The key output measures we construct are the
number of references and citations. For clarity, we denote references as citations
from an author in a given region to other papers – we interpret referencing as a
measure of knowledge consumption. Citations, on the other hand, are citations
received by an author in a given region from other researchers. Here, we treat
citations as a measure of scientific quality and impact.13 Summary statistics are
presented in Appendix Table 2.A.2.

Finally, to trace out potential impacts on research topics and direction, we
construct a text-based measure of similarity to the research frontier. In particular,
for each scientific field and year, we train a topic model on all papers in the top
percentile of the citation distribution. For each other article, we then compute
the Mahalanobis distance to these top publications. A detailed description of this
procedure is provided in Appendix Section 2.D.2.

Matching Open-access Status, Quality, and Field We corroborate each
work with journal-specific metrics provided by Scopus’ yearly ranking of peer-
reviewed journals.14 All journal measures retrieved through Scopus are fixed
in 201115 to rule out that our results are driven by time trends in any of these
metrics. For example, in 2011 the journal ranking list included 19,941 journals,
identifiable by the time-invariant ‘International Standard Serial Number’.

We extract three key measures. First, Scopus computes a measure of scientific
influence for each scholarly journal that accounts for the number of citations
received by a journal and the importance or prestige of the journals from which

12 For each of the 109,000 institutions covered by OpenAlex, a separate database provides a
mapping from institution identifiers to geolocations.
13 We acknowledge that citations are an imperfect measure of quality. Nonetheless, citations
are correlated with several meaningful characteristics that imply greater quality. Specifically,
they are correlated with positive peer reviews (Card and DellaVigna, 2020), perceived influence
(Teplitskiy et al., 2022), and how much a given paper impacts the language of subsequent papers
(Gerrish and Blei, 2010).
14 Scopus is Elsevier’s abstract and citation database
15 2011 is the earliest year for which Scopus journal metrics are available.
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such citations come. Based on this citation score, journals are assigned field-
specific quality percentiles. Second, Scopus reports open-access status for covered
journals. Open-access status is based on whether the journal is listed in the
Directory of Open Access Journals and/or the Directory of Open Access Scholarly
Resources.16 Third, journals are assigned fields based on the ‘All Science Journal
Classification’ (ASJC) system. In total, there are 333 possible minor fields, which
can be aggregated into 27 major fields. Finally, all journal metrics are matched to
works from OpenAlex based on the ISSN, which is recorded in both data sources.

Additional Measures In addition, we utilize the OpenAlex database to con-
struct educational measures describing the scientific landscape in sub-national
units. Precisely, we measure the number of researchers in sub-national units as of
2010 by counting the unique number of authors recorded in OpenAlex between
2008 and 2012. Moreover, we construct measures for the number of research
institutions17 per sub-national unit, the number of research institutes above the
95th percentile per sub-national unit (measured by citations), and whether a
sub-national unit has any research institute.

Aggregation The final step aggregates publication, citation, and reference data
across years and sub-national units. Panels A and B of Appendix Table 2.A.3
provide summary statistics on the number of research institutes and researchers in
sub-national units. Panels C, D, and E of Appendix Table 2.A.3 give an overview
of global research activity across sub-national units. A researcher produces, on
average, 1.53 publications per year, of which 67% are published in peer-reviewed
journals, 56% of which are open-access. Each paper references, on average, 17
publications, of which 32% are open-access publications. The mean number of
citations is 14.47, most originating from peer-reviewed publications.

2.3.3 Measuring Connectedness to Almaty

To measure social ties between sub-national units we use the Social Connect-
edness Index (CON) as introduced by (Bailey et al., 2018). The index builds
on aggregated and anonymized information from the universe of Facebook (FB)
16 We acknowledge that increasingly, journals offer mixed open-access policies where authors
can pay a fee to have their publication openly accessible. For example, ‘Nature’ charges authors
up to 9,500 Euros to make research papers free to read.
17 Research institutions include universities and other organizations, such as non-profits, gov-
ernment institutions, archives, or corporations, with which authors are affiliated.
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friendships as of April 2016. Given Facebook’s scale, with 2.1 billion active
users, the index provides a large-scale representation of global friendship networks
measurable at a sub-national level.

In particular, the Social Connectedness Index, constructed as follows,

CON j
i = Facebook Friendsi,j

Facebook Usersi · Facebook Usersj
with max

i,j
CON j

i = 1, 000, 000

measures the relative probability of a FB friendship between sub-national unit
i and sub-national unit j.18 Sub-national units for European countries are
based on the European Nomenclature of Territorial Units or Statistics (NUTS2,
2018). Countries outside Europe are divided into sub-national units based on the
Database of Global Administrative Areas (GADM1 Version 2.8, 2015). Countries
with a population of less than 1 million are not divided. For each pair of sub-
national units, we observe CON j

i . For example, sub-national unit i with twice
the social connectedness index of sub-national unit i′ would be twice as likely to
have a friend in sub-national unit j.

Using the Social Connectedness Index has two caveats. First, the Social Connect-
edness Index is not available for other periods. In that sense, we are limited to
cross-sectional variation.19 Second, the Social Connectedness Index is unavailable
for countries that restrict FB usage. Figure 2.2 Panels (b) and (c) give a spatial
overview of raw and residualized connectedness between subnational regions and
Almaty. Notably, there is no information on Russia, China, and Iran, among
others.

Appendix Table 2.A.1 Panel B provides summary statistics of CON j
i for Almaty,

Nur-Sultan (the Kazakh capital), Kazakhstan20, and all other capitals in Central
Asia.

2.3.4 Additional Data Sources

We extend the panel with many additional variables that primarily function
as control variables. First, we collect global nighttime light emission data at
18 Note that the index contains a small amount of random noise and is rounded to the nearest
integer to ensure that no single individual or friendship link can be identified from the data.
19 We discuss threats to identification in greater detail in Section 2.4.
20 The Social Contentedness Index for Kazakhstan results from aggregating sub-national
connectedness measures of Kazakhstan weighted by their population shares. In particular, the
index can be aggregated to larger geographical units using the following formula: CON j

i =∑
ri

∑
rj

PopShareri
× PopSharerj

× CON
rj
ri .
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a resolution of 30 arc-seconds to create a proxy for differences in economic
development (Li et al., 2020). Second, we utilize gridded population data at a
resolution of 30 arc seconds (CIESIN, 2020). Both measures are projected on
sub-national units. Third, we gather geographic details for each sub-national
unit. Specifically, we compute the latitude and longitude of each sub-national
unit’s geographic centroid and the distance of each centroid to Almaty. We also
compute measures for the area of a sub-national unit and whether a sub-national
unit contains a country’s capital. Finally, we classify countries into developed,
emerging, and developing regions to gauge heterogeneous effects. To tie our
hands, the classification is based on data by the International Monetary Fund
(2011), and the United Nations (2011). The geographic distribution is shown in
Appendix Figure 2.B.4.

2.3.5 Dealing with Zero Observations

All count variables with a skewed distribution are transformed using the natural
logarithm, adding one in case of zero observations. As a robustness test, we
additionally apply the inverse hyperbolic sine transformation with arcsinh(Yit) =
ln

(
Yit + (Y 2

it + 1)1/2
)
. We are aware that marginal effects from linear regressions

using log(1 + Y ) or arcsinh(Y ) transformations with zero observations can be
sensitive to the scaling of the outcome if treatment affects the extensive margin
(Chen and Roth, 2022; Mullahy and Norton, 2022).21 However, in our setting, the
main effect is likely to operate through the intensive margin, attenuating concerns
that the estimates are distorted due to scale dependence. In particular, Sci-Hub
affects existing research dynamics but is unlikely to impact research dynamics in
regions with no prior research output.22

21 In particular, Chen and Roth (2022) show that if the scale of non-zero values is large, a
change from a zero to a typical non-zero value of the outcome has a huge impact, with the
treatment effect placing substantial weight on the extensive margin.
22 In Appendix Table 2.A.4, we also show that Sci-Hub downloads do not correlate with the
probability of (first-time) entering the academic landscape, implying that treatment does not
affect the extensive margin.
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Figure 2.2: Descriptive by Sub-national Units

(a) Sci-Hub Downloads

(b) Social Ties to Almaty

(c) Residualized Social Ties to Almaty

Note: Panel (a) shows the spatial distribution of Sci-Hub downloads across sub-national units. Panel (b)
depicts how social ties to Almaty vary across sub-national units. Panel (c) depicts the residualized variation
(conditional on country fixed effects). The borders of Kazakhstan are marked by a black line. The location of
Almaty is marked by the white square outlined in black.
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2.4 Empirical Strategy

To identify the causal effect of Sci-Hub on knowledge consumption and creation,
we apply an instrumented difference-in-differences framework. The first difference
we harness is time. Sci-Hub only gained traction after 2011, so we compare
observation units in the years before and after the platform’s launch. The second
difference is Sci-Hub intensity across sub-national regions. However, the geography
of Sci-Hub web traffic is likely endogenous to knowledge creation, our outcome
variables of interest. To circumvent endogeneity, we capture exogenous variation
in the number of Sci-Hub downloads using social connectedness to Almaty,
Kazakhstan. We rely on an anonymized snapshot of all Facebook friendships
between subnational regions to construct the instrument.

Former Kazakh student Alexandra Elbakyan founded Sci-Hub in Almaty. We
posit that individuals with pre-existing social ties to Almaty were more likely
to be early adopters of Sci-Hub, as knowledge of the platform spread mainly by
word-of-mouth. Relying on path dependence in technology adoption (Arthur,
1989), we argue that early exposure to Sci-Hub continues to be a strong predictor
of sub-national Sci-Hub usage today (akin to Enikolopov, Makarin and Petrova,
2020; Müller and Schwarz, 2023). In the case of Sci-Hub, technological path
dependence may have been particularly strong because diffusion outside of social
networks was severely hampered by legal actions to stop the site from operating.
In practice, we estimate the following first-stage equation:

ln Downit = αi + αc(i)t+
+ β1 ln CONAlmaty

i × 1t>2010 +
∑
n

δ
(n)
1 ln CONn

i × 1t>2010 (IV1)

+ Xi2010γt + εit

where ln Downit is the log number of Sci-Hub downloads in sub-national region
i in year t. Our instrument is constructed as the log of social connectedness
between region i and Almaty interacted with a post-2010 dummy. Additionally,
we control for the social ties of region i with all neighboring country capital
regions n of Almaty23, each interacted with a post-2010 dummy. Therefore, we
isolate the idiosyncratic variation of connectedness to Almaty that cannot be
attributed to, for example, general friendship linkages to metropolitan areas in
Central Asia.

23 Neighboring country capitals of Almaty are Nur-Sultan, Bishkek, Ashgabat, Tashkent, and
Moscow (for which no FB user data exist).
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The specification rigorously controls for potential unobserved factors influenc-
ing both Sci-Hub downloads and social ties to Almaty. Specifically, it includes
subnational region fixed effects, αi, capturing time-invariant regional charac-
teristics, and country-year fixed effects, αc(i)t, accounting for country-specific
factors that vary over time (e.g., national higher education reforms). Finally, we
control flexibly for several covariates24 measured in 2010 interacted with year
dummies. Unexplained variation is captured by the error term εit, clustered at
the sub-national level.

In the second step, we use predicted Sci-Hub intensity from Equation (IV1) to
estimate the following two-stage least squares regression:

ln Yit = αi + αc(i)t+
+ β2 ln Down

∧

it +
∑
n

δ
(n)
2 ln CONn

i × 1t>2010 (IV2)

+ Xi2010ϕt + ηit

Here, Yit constitutes scientific outcomes, but mainly the share of references to
restricted-access journals from region i and the log number of citations to region
i. The coefficient of interest is β2. The control variables are akin to Equation
(IV1).

Identifying Assumption The identifying assumption is that in the absence
of Sci-Hub, high versus low connected regions to Almaty would have followed
parallel trends in scientific outcomes. This implies that conditional on covariates
and fixed effects, social ties to Almaty are orthogonal to ηit in Equation (IV2).

Reverse causality A key limitation of the design is that our measure of social
connectedness is built on a Facebook snapshot from 2016. We implicitly assume
that the network structure has been stable over the years. The existing literature
supports this assumption (see, e.g., Kuchler, Russel and Stroebel 2022). It is
also doubtful that Sci-Hub shaped the Facebook network structure meaningfully.
The overall fraction of scientists in the general population would need to be

24 The list of control variables includes measures for (1) education (any research institute, number
of research institutes, number of research institutes in the 95-100 percentile range, number of
researchers in 2010), (2) geography (latitude and longitude of geographical center, distance
to Almaty, capital status, area), (3) population (population in 2010), and (4) development
(nighttime light emission in 2010).
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unreasonably large. Similarly, Bailey et al. (2021) show that even large-scale
international trade appears to be no key driver of network formation on Facebook.

2.5 Results

In this section, we present the main results on the relationship between Sci-Hub
downloads and subsequent knowledge creation.

2.5.1 Motivating Facts

Before diving into the causal analysis, we document several empirical facts to
motivate our causal analysis. First, we use journal-level data. We ask, how is
open access status distributed across journals? We find that on average only
20% of all journals provide free access to published articles. Beyond this first
data moment, Figure 2.3 Panel (a) shows large heterogeneity in open access
regimes across two dimensions: field and journal quality. We document that
open access is most prevalent in the life and health sciences and slightly less so
in the physical and social sciences. Consistently across fields, we find that the
number of open-access journals dwindles toward the top of the journal quality
distribution. In the highest cited percentile of journals only 9% operate under
open access. Scientific knowledge is not only highly restricted across fields but
these restrictions are particularly severe for knowledge residing in top journals.
In Appendix Figure 2.B.5 we further document that open-access journals have
become gradually more common over the past decade but remain a small share
of all journals.

If scientists had universal access through affiliated libraries, these paywalls would
not necessarily harm the consumption and production of new scientific insights.
However, in Figure 2.3 Panel (b) we show that this appears not to be the case. We
proxy for library access using institutional JSTOR subscriptions in 2012. JSTOR
is an online library covering roughly 12 million items and access to over 2800
journals. While incomplete, bulk access through JSTOR still allows researchers
to read a large number of scholarly works without individual fees. We find that
JSTOR subscriptions are largely unequally distributed across universities. While
30% of all institutions in developed regions have subscriptions, the fraction is
reduced to roughly 10% in less-developed regions. In Appendix Figure 2.B.6 we
show that the unequal distribution of JSTOR access across regions of different
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Figure 2.3: Four Facts

(a) Fraction of Open-Access Journal by
Journal Quality across Fields
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(b) Fraction of JSTOR Subscribers by Re-
gion in 2012
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(c) Average Yearly Sci-Hub Downloads per
Researcher by Journal Quality and Region
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(d) Fraction of Peer-reviewed Publications
by Journal Quality across Regions
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Note: Panel (a) shows the fraction of open-access journals by quality across fields pooled from 2011 to 2022
accounting for year fixed effects. Panel (b) shows the fraction of JSTOR subscribers per research institute across
developing, emerging, and developed regions in 2012. Panel (c) shows the average annual Sci-Hub downloads
per researcher by journal quality in the different regions. The sample includes all peer-reviewed scientific papers
recorded in Sci-Hub log files from 2011 to 2013 and 2015 to 2017. Panel (d) shows the fraction of peer-reviewed
publications by journal quality across regions. The figure includes all publications between 2000 and 2022 that
are recorded in OpenAlex and are assigned to a journal.
Sources: Journal access and quality data are from Scopus. Journals are declared as open-access status if the
journal is listed in the Directory of Open Access Journals and/or the Directory of Open Access Scholarly
Resources. Journal quality percentiles are based on the average number of citations from peer-reviewed articles
per publication. Country classifications of sub-national units into developed, emerging, and developing regions is
based on data by the International Monetary Fund (2011), and the United Nations (2011). JSTOR subscription
data come from the JSTOR website as recorded by the Internet Archive in 2012 and the underlying number of
institutes from OpenAlex.

economic levels holds even when fixing the quality of institutions. Comparing
universities with similar citation levels, the probability of a JSTOR subscription
still depends largely on the economic environment.

Does the unequal distribution of bulk access simply mimic heterogeneous demand
for scientific articles? To answer this question, we turn to the Sci-Hub data. For
each downloaded paper, we add information on the respective journal’s quality.
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In Figure 2.3 Panel (c), we show the distribution of downloaded papers by varying
degrees of journal quality. Unsurprisingly, we find that articles from top journals
are downloaded disproportionately often. We further disaggregate downloads by
different origins. The data clearly shows that Sci-Hub traffic per researcher is
much higher in lesser-developed regions of the world. Individuals in developing
regions download four times as many papers (per researcher) than individuals
in highly developed regions. This suggests that demand for closed-access papers
exists beyond legitimate channels and is large. Moreover, the differential traffic
indicates that the constraints are particularly binding for scholars in less developed
regions of the world.

Finally, we turn to the production of scientific knowledge. In Figure 2.3 Panel (d),
we show fractions of peer-reviewed publications by papers’ origins and respective
journal quality. We find that most papers written originate from industrialized,
developed regions. This is true across different levels of quality, but it is increasing
among top journals. While roughly 50% of papers in below-median-level journals
stem from developed regions, this fraction increases to close to 90% in the top
one percentile of journals. The remainder of papers is predominantly written
in middle-income countries. This suggests that the least developed regions lack
the means to conduct scientific activities at a larger scale and researchers from
middle-income countries face difficulties publishing in the highest echelons of
scientific journals. These patterns are shaped by a multitude of different factors.
Yet, in the subsequent analyses, we show that access-restrictions play a meaningful
role in explaining the geography of scientific knowledge production.

2.5.2 Effects on Knowledge Consumption

To what extent does Sci-Hub affect scientists in their research downstream?
In this section, we isolate the effect of the platform on a measurable scientific
outcome: references. We argue that once scientists learn of Sci-Hub and use
the platform extensively, they start referencing more paywalled papers in their
articles – Sci-Hub reshapes global knowledge consumption.

First Stage To make a causal claim, we rely on the identification strategy
outlined in Section 2.4. First, we estimate equation (IV1) to show that con-
nectedness to Almaty is a meaningful driver of Sci-Hub traffic. The dynamic
event study estimates are shown in Figure 2.4 Panel (a). According to the point
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Figure 2.4: First Stage – Visual Evidence

(a) Event Study
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(b) Binned Scatterplot
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Note: Panel (a) shows point estimates and confidence intervals of the dynamic effects corresponding to the
specification in Table 2.1 Panel A column (8). Panel (b) plots the residuals and coefficient estimate of the
corresponding static difference-in-differences model. Standard errors are clustered by subnational region. Bars
represent 95% confidence intervals.

estimates, connectedness is a strong and highly significant predictor that grows
in magnitude over time. Note that by construction, we cannot estimate pre-trend
coefficients because both the platform and downloads did not yet exist before
2011. Moreover, we, unfortunately, do not observe granular download data in 2014
and after 2017. Particularly in recent years, it is not clear how the correlation
would behave if data were available. On the one hand, we would expect social
networks’ importance to decline in the long run. However, recent survey evidence
in an arguably positively selected sample still documents a lack of knowledge
about pirating websites as one of the leading factors for not having used such
services (Segado-Boj, Martín-Quevedo and Prieto-Gutiérrez, 2022).

Complementary to the event study, Figure 2.4 Panel (b) shows a binned scatterplot
of the first-stage correlation, again focusing on our most demanding specification.
The figure illustrates the range of variation and provides evidence that the linear
model is a good approximation of the data. The corresponding static estimates
are presented in Table 2.1. The most demanding specification in Panel A Column
(8) suggests that an increase in connectedness by 1% is associated with a 0.34%
higher Sci-Hub traffic with an F-statistic of approximately 40. Conditional
on connectedness to neighboring country capitals and educational metrics, the
coefficient remains consistent when introducing additional control variables. In
Appendix Table 2.A.5 we show that the first stage is not sensitive to applying
the inverse hyperbolic sine transformation.
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Table 2.1: First Stage Estimates

(1) (2) (3) (4) (5) (6) (7) (8)

ln CON Almaty × Post 2010 0.617***0.646***0.755***0.458***0.297***0.304***0.341***0.340***
(0.020) (0.019) (0.075) (0.076) (0.052) (0.053) (0.054) (0.054)

Observations 41,341 41,341 40,440 40,440 40,440 40,440 40,440 40,440
Number of Clusters 2,437 2,437 2,384 2,384 2,384 2,384 2,384 2,384
F-statistic 912.118 1180.114100.849 36.685 32.264 32.807 40.154 40.251

Fixed Effects
Sub-national - ✓ ✓ ✓ ✓ ✓ ✓ ✓
Year × Country - - ✓ ✓ ✓ ✓ ✓ ✓

CON Neighb. Capitals - - - ✓ ✓ ✓ ✓ ✓

Controls in 2010 × Year FE
Education - - - - ✓ ✓ ✓ ✓
Geography - - - - - ✓ ✓ ✓
Population - - - - - - ✓ ✓
Development - - - - - - - ✓

Note: The table displays regression results from Equation (IV1) across various specifications. Standard errors
are clustered at the sub-national level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, *
p < 0.1.

Design Validity We perform several exercises to support our identification
strategy. A key concern is that the observed correlation is not an artifact of
connectedness to Almaty, but of being more connected in general. We provide
two pieces of evidence against this argument. First, we run a horse race. In
particular, we regress the log number of Sci-Hub downloads on connectedness
to Almaty, the unofficial capital of Kazakhstan, simultaneously accounting for
connectedness to other regions with capital cities in Central Asia. The results of
this exercise are shown in Table 2.2. We find that connectedness to Almaty is the
only consistent, positive and large predictor of Sci-Hub downloads. All remaining
coefficients are small and close to zero or even negative. This is true for direct
neighboring capital cities, Column (5), and more distant, non-neighboring capital
cities, Column (6). For all remaining analyses, we continue to use the first-stage
estimates from Column (5) with direct neighboring capitals as controls to capture
the idiosyncratic variation of connectedness to Almaty and not Central Asia.

Second, we re-estimate the first-stage equation by independently considering
social ties to all other sub-national units (while controlling for social ties to
neighboring capital regions). This exercise allows us to compare the estimate for
Almaty with all other regions in our data. In Figure 2.5, it is evident that the
Almaty correlation is a highly distinct outlier in the near-normal distribution
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Table 2.2: First Stage Estimates – Horse Race

Dependent Variable: ln Downloads

(1) (2) (3) (4) (5) (6)

ln CON Almaty × Post 2010 0.274*** 0.285*** 0.322*** 0.307*** 0.340*** 0.319***
(0.042) (0.048) (0.050) (0.047) (0.054) (0.056)

ln CON KAZ excl. Almaty × Post 2010 − -0.022 − − − −
(−) (0.054) (−) (−) (−) (−)

ln CON Nur-Sultan × Post 2010 − − -0.074* − -0.069* -0.072*
(−) (−) (0.039) (−) (0.039) (0.039)

ln CON Bishkek × Post 2010 − − − -0.067* -0.059* -0.066*
(−) (−) (−) (0.036) (0.036) (0.036)

ln CON Ashgabat × Post 2010 − − − -0.020 -0.017 -0.018
(−) (−) (−) (0.014) (0.014) (0.014)

ln CON Tashkent × Post 2010 − − − 0.033 0.049 0.033
(−) (−) (−) (0.038) (0.040) (0.042)

ln CON Dushanbe × Post 2010 − − − − − 0.005
(−) (−) (−) (−) (−) (0.030)

ln CON Ulaanbaatar × Post 2010 − − − − − 0.041
(−) (−) (−) (−) (−) (0.037)

ln CON Kyiv × Post 2010 − − − − − 0.027
(−) (−) (−) (−) (−) (0.051)

Observations 40,440 40,440 40,440 40,440 40,440 40,440
F-statistic 42.063 34.805 41.232 41.923 40.251 32.035

Fixed Effects
Sub-national ✓ ✓ ✓ ✓ ✓ ✓
Year × Country ✓ ✓ ✓ ✓ ✓ ✓

Controls in 2010 × Year FE ✓ ✓ ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (IV1) across various specifications. Standard errors
are clustered at the sub-national level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, *
p < 0.1.

of placebo estimates. We conclude that diffusion through social networks was
driven by social links to Almaty, which cannot be explained by connectedness to
similar regions in Central Asia or network connectedness in general.

Reduced Form We depict the dynamic reduced form in Figure 2.6 Panel
(a). With the launch of Sci-Hub in 2011, we see a quick and quantitatively
large rise in the share of references to restricted-access publications from highly
connected regions. Scientists start referring to previously restricted works at much
greater rates. Based on the point estimates, doubling a region’s connectedness
to Almaty is associated with an increase of roughly twelve percentage points in
the share of restricted-access references in the later sample periods. The event
study also shows that regions with different levels of connectedness are not on
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Figure 2.5: First Stage – Placebo Effects of Connectedness on Sci-Hub
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Note: Panel (a) shows the distribution of point-estimates when re-estimating Equation IV1 by iteratively
replacing social connectedness to Almaty with social ties to all other sub-national units. We replace social
ties to Almaty’s neighboring capital regions with respective other neighboring capital regions. For each region,
we control for social ties to respective neighboring capital cities. Panels (b) to (d) show the distribution of
point-estimates within specific regions. Classification of sub-national units into developed, emerging, and
developing regions is based on data by the International Monetary Fund (2011), and the United Nations (2011).
In all figures, the dotted red line corresponds to the point estimate in column 8 of Table 2.1.

diverging outcome trajectories before the Sci-Hub launch. Instead, we identify
considerably stable pre-trend coefficients before 2011 that are overall close to
zero. This reassures that the parallel trends assumption appears to hold, at least
in the pre-period. The static equivalents to the dynamic reduced form effects are
displayed in Panel A of Table 2.3. In the static reduced form, we find an average
increase in restricted-access references of a little less than 5% when a region
doubles connectedness to Almaty. Note that the sample here is restricted to years
before the launch of Sci-Hub and years in the post-period for which we observe
Sci-Hub downloads (2011-2013 and 2015-2017). Within this subsample the static
reduced form coefficient equals the average of the event study coefficients for
2011-2013 and 2015-2017 which explains the smaller magnitude.25

As before, we also conduct a placebo exercise. In particular, we estimate the
static reduced form coefficient for connectedness to all other regions in our data.
The result is depicted in Figure 2.7. Akin to the first-stage placebo estimates,
we find that the uptake in closed-access references is driven by connectedness to
Almaty and appears not to be explained by connectedness to other regions.

25 Further note sample differences between Columns (1)–(3) and (4). Since the outcome in
Column (4) is a share, all region-year observations with zero entries in total references are
dropped.
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Figure 2.6: Effects of Connectedness on References
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Note: The figure shows reduced form event study estimates for the outcomes and specification displayed in
Table 2.3 Panel A. The post-2010 indicator is replaced with a full set of annual indicators, omitting 2010, the
year before Sci-Hub was established. Standard errors are clustered by subnational region. Bars represent 95%
confidence intervals.

Returning to Figure 2.6, in Panel (b), we further show no effect of connectedness
to Almaty on the total number of references – scientists do not appear to consume
more papers. Instead, we find a pattern of substitution. Connected researchers
read more paywalled work and reference more of these in their research (Panel
(c)). This comes at the expense of references to open-access publications. Panel
(d) indicates a drop in these references in the post-period. Note that the shift in
reference patterns occurs two to three years after the launch of Sci-Hub. This is
consistent with lower usage rates in the early years but is also consistent with
academic publication lags.

IV Combining our first stage and reduced form results, Panel B of Table 2.3
displays the 2SLS estimates on references for our most demanding specification.
We find that doubling Sci-Hub traffic is associated with a 4.6% point increase in
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Figure 2.7: Placebo Effects of Connectedness on References
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Note: Panel (a) shows the distribution of point-estimates when re-estimating the reduced form effect by
iteratively replacing social connectedness to Almaty with social ties to all other sub-national units. We replace
social ties to Almaty’s neighboring capital regions with respective other neighboring capital regions. The
outcome is the share of restricted-access references. Panels (b) to (d) show the distribution of point-estimates
within specific regions. Classification of sub-national units into developed, emerging, and developing regions is
based on data by the International Monetary Fund (2011), and the United Nations (2011). In all figures, the
dotted red line corresponds to the point estimate in Panel A column 4 of Table 2.3.

the share of restricted-access references. Note that this is a pooled estimate for the
post-period in which we observe Sci-Hub downloads (2011-2013 and 2015-2017).
Since the reduced form effect is particularly strong in later years (post 2017), we
would, in all likelihood, obtain even larger estimates if more recent Sci-Hub data
were available. This becomes evident when implementing the two-sample 2SLS
approach in which we keep the otherwise missing years (Angrist and Krueger,
1992; Inoue and Solon, 2010). In Appendix Table 2.C.2 we find that doubling
Sci-Hub is associated with an 8% point increase in the share of restricted-access
references using the alternate approach. Finally, in Appendix Section 2.C.1 we
discuss and show robustness to weak-IV considerations.
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Table 2.3: Change in Reference Patterns

Number of References Share
Restricted-

access
ReferencesTotal Open-

access
Restricted-

access

(1) (2) (3) (4)

Panel A: Reduced Form

ln CON Almaty × Post 2010 0.038 -0.026 0.066 0.047***
(0.041) (0.032) (0.040) (0.010)

Observations 40,440 40,440 40,440 19,420

Panel B: 2SLS

ln Downloads 0.111 -0.077 0.193 0.046***
(0.121) (0.094) (0.121) (0.012)

Observations 40,440 40,440 40,440 19,420
F-statistic 40.251 40.251 40.251 30.898

Panel C: OLS

ln Downloads -0.014* -0.012* -0.010 0.002**
(0.009) (0.008) (0.008) (0.001)

Observations 40,440 40,440 40,440 19,420

Fixed Effects
Sub-national ✓ ✓ ✓ ✓
Country × Year ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓

Controls in 2010 × Year FE ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (IV2) for various reference measures. Across all
panels, the sample is limited to years for which download data are available. Standard errors are clustered at
the sub-national level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

Heterogeneity by Quality and Age We have previously shown that the
overall number of references is not affected by Sci-Hub. Instead, scientists switch
from open- to more closed-access publications in their reference lists. Next, we
ask, which exact types of works are being substituted. To answer this question,
we break down all references along two dimensions, the quality deciles of their
respective journal and the relative age of the publication (the difference in the
publication year between a referenced article and the referencing article). We then
run the baseline 2SLS regression on all these subgroups of different references.
The estimates are plotted in Figure 2.8. We observe an intuitive but remarkable
pattern: the positive effect on restricted-access references is highly concentrated
in high-quality journals (top two deciles) and articles published most recently
(two to four years ago). Once researchers learn of Sci-Hub, they start reading
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and referencing frontier research at much greater rates. On the other hand,
Sci-Hub is associated with significant reductions in low-quality references – this
can be reconciled by incomplete information about an article’s relevance and
quality before purchasing it. Prior to Sci-Hub, many scientists likely cited papers
solely based on abstracts and titles.26 Importantly, references to high-quality
open-access publications remain unaffected. Hence, scientists appear not to
unconsciously select restricted-access publications as references but start citing
more high-quality work. Since most high-quality work is paywalled, we then, in
turn, document substitution from open- to closed-access papers.

Figure 2.8: Change in Reference Dynamics by Age and Quality
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Note: The figure shows disaggregated 2SLS estimates for the number of open-access and restricted-access
references according to the specification in Panel B of Table 2.3. Specifically, the number of references is
disaggregated by age and quality of the referenced papers. The age corresponds to the year difference between
the publication of the referencing paper and the referenced paper. Reference quality deciles are based on journal
quality percentiles provided by Scopus, which are based on the average number of times a journal is cited per
publication. Each tile represents a separate regression in which the dependent variable is the number of open
access or restricted-access references of age a (indicated on the y-axis) and quality q (indicated on the x-axis).
Effect sizes are indicated by color codes, with blue indicating a negative effect and red a positive effect. The
p-value for each estimate is stated on top of each tile.

Heterogeneity by Field Fields differ in their prevalence of open- versus
closed-access journals. We argue that these differences should moderate the
impact of Sci-Hub. The intuition is that in fields where there are relatively more
restricted-access publications, the pool of suitable closed-access references is also
relatively larger. Hence, we should observe quantitatively larger effects in fields
with ex-ante greater rates of restriction. We test this in our data. In particular,
we estimate separate 2SLS regressions for different fields. In Figure 2.9, we show

26 This is consistent with theory and evidence by McCabe and Snyder (2021).
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Figure 2.9: Change in Reference Dynamics by Field
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Note: The figure shows disaggregated 2SLS estimates for the share of restricted-access references as in Panel
B of Table 2.3. Each scatter represents a separate regression in which the dependent variable is the share of
restricted-access references in a field. Effect sizes are indicated on the vertical axis. The baseline share of
open-access journals is displayed on the horizontal axis. The size of each scatter indicates the size of a field,
measured by the total number of publications in 2010. A grey outline indicates that the estimate is significant
at 5%. The red dotted line is the size-weighted correlation between the baseline share of restricted-access
publications and the corresponding 2SLS estimate.

that the increase in the share of restricted-access references is particularly large
in fields with higher restriction rates.27 We confirm that this visual relationship
is statistically significant, with the coefficient estimate γ̂2 = 0.132 differing
significantly from zero (p-value= 0.03).28

27 In Appendix Figure 2.B.9 we further show disaggregated 2SLS for the raw numbers of open-
and restricted-access references.
28 To obtain correct standard errors, we interact Sci-Hub downloads with the field-specific
ex-ante rates of access restriction. To implement this design, we construct a combined panel
dataset by vertically stacking the time series data for each sub-national unit across all fields.
The second-stage regression equation is as follows:

Ref. Share RAitf = αi + αc(i)t+

+ β2 ln Down
∧

it +
∑

n

δ
(n)
2 ln CONn

i × 1t>2010

+ γ2 ln Down
∧

it · Pub. Share RAf2010

+ Xi2010ϕt + ηitf

Here, Ref. Share RAitf represents the share of restricted-access references for field f in
sub-national unit i at time t. Similarly, Pub. Share RAf2010 denotes the share of publications
in field f that were under restricted-access in the pre-Sci-Hub baseline year 2010. All other
variables are defined as in Equation (IV2).
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Figure 2.10: Reduced Form – Change in References by Region
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Note: The figure shows reduced form event study estimates for the effect of log connectedness to Almaty on the
share of restricted-access references allowing for heterogeneity in developed, emerging, and developing regions.
Standard errors are clustered by subnational region. Bars represent 95% confidence intervals.

Heterogeneity by Region Finally, we explore how Sci-Hub affects reference
lists in different income regions. In Figure 2.10, we disaggregate the reduced form
effect allowing for different responses in developed, emerging, and developing
countries (Panels (a), (b) and (c)). We find that increases in the share of references
to paywalled papers are driven by developed and emerging regions. Interestingly,
the point estimates and dynamics are very similar in both regions, whereas they
are absent in developing countries. In the latter, we see no measurable impact
on the share of restricted-access references. Note, however, that our instrument
lacks relevance for this subgroup (Appendix Table 2.A.6).

In Appendix Figure 2.B.8 we also show disaggregated results for the number
of total references, restricted-access and open-access references. Notably, our
analysis reveals that the factors driving the increase in the share of restricted-
access references vary between developed and emerging economies. In developed
regions, we see a level shift: reference lists get longer and presumably more holistic,
due to an increase in the number of restricted-access references. Open-access
references remain unaffected. However, in emerging regions, we observe a pattern
of pure substitution where open-access references are replaced by restricted-access
references without any increase in the total number of both.

2.5.3 Effects on Knowledge Production

The evidence gathered so far documents that Sci-Hub has profoundly impacted
what researchers read and reference. We next examine whether exposure to
higher-quality articles, in turn, affects the creation of new scientific insights. To
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Figure 2.11: Effects of Connectedness on Citations
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Note: The figure shows reduced form event study estimates for the outcomes and specification displayed in
Table 2.4 Panel A. The post-2010 indicator is replaced with a full set of annual indicators, omitting 2010, the
year before Sci-Hub was established. Standard errors are clustered by subnational region. Bars represent 95%
confidence intervals.

answer that question, we estimate the effect of Sci-Hub on the creation of new
scientific works.

Citations First, we assess the effects of Sci-Hub on citations, a standard quality
measure of scientific output. In Figure 2.11 we present reduced form estimates
of the effect of connectedness to Almaty on the number of citations accruing
to researchers in a given region. If access to frontier research leads to higher-
quality works, we would expect increases in citations to regions with higher
connectedness. Indeed, this is what we find. To interpret the magnitude, consider
two similar regions with the exception that one has twice as many friendship links
to Almaty as the other. Comparing publications published in 2010 versus 2015,
papers from the higher-connected region see a differential increase in citations
of almost 10%. We document similar effects and magnitudes both in the total
number of citations, including from non-scholarly sources, and citations from
only peer-reviewed journals. In Figure 2.12, we again show that it is specifically
connectedness to Almaty that predicts increases in citations whereas other regions
generally do not.

In Table 2.4 we show associated 2SLS estimates. Note that, in this exercise, we
again lose a substantial fraction of the sample, namely 2014 and all years after
2017. Hence, we do not have sufficient power to reject the null hypothesis of no
effect at the standard levels of statistical significance. Nonetheless, the estimate
is helpful for interpreting the reduced form effect through the lens of Sci-Hub. On
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Figure 2.12: Placebo Effects of Connectedness on Citations
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Note: Panel (a) shows the distribution of point-estimates when re-estimating the reduced form effect by
iteratively replacing social connectedness to Almaty with social ties to all other sub-national units. We replace
social ties to Almaty’s neighboring capital regions with respective other neighboring capital regions. The
outcome is the log-number of peer-reviewed citations. Panels (b) to (d) show the distribution of point-estimates
within specific regions. Classification of sub-national units into developed, emerging, and developing regions is
based on data by the International Monetary Fund (2011), and the United Nations (2011). In all figures, the
dotted red line corresponds to the point estimate in Panel A column 3 of Table 2.4.

average, doubling Sci-Hub traffic is associated with roughly 12% more citations
from peer-reviewed journals. When employing the two-sample 2SLS approach,
we estimate an increase of roughly 14% significant at the 90% level (Appendix
Table 2.C.3). We also test whether open-access elevates the probability of writing
“home-run” papers, articles that reach the 95th or 99th percentile within a field’s
citation distribution. Yet, we do not find evidence for increases along this margin
(Appendix Table 2.A.7).

Finally, we investigate heterogeneity by splitting the sample into regions of differ-
ent economic development. In particular, we introduce interactions with indicator
variables for developed, emerging, and developing countries with connectedness
to Almaty. The estimates of the reduced form effect of connectedness on log-
transformed citations are presented in Figure 2.13.29 Allowing for heterogeneous
effects, we find positive and significant increases in citations concentrated in high-
and middle-income countries following 2011, but not in low-income countries.
When we estimate the two-sample IV coefficients (Appendix Table 2.C.4), we find
that in emerging regions doubling Sci-Hub downloads is associated with 12.6%
more citations from peer-reviewed journals (significant at the 95% level). In
high-income regions, we estimate an insignificant increase of 9.1% more citations,
whereas
29 Corresponding static estimates are shown in Appendix Table 2.A.8.
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Table 2.4: Change in Citation Patterns

Number of Citations (log-transformed)

Total Non-peer-
reviewed

Peer-
reviewed

Cross-
field

(1) (2) (3) (4)

Panel A: Reduced Form

ln CON Almaty × Post 2010 0.036 0.007 0.041 -0.031
(0.028) (0.024) (0.028) (0.040)

Observations 40,440 40,440 40,440 40,440

Panel B: 2SLS

ln Downloads 0.107 0.019 0.121 -0.092
(0.083) (0.072) (0.083) (0.118)

Observations 40,440 40,440 40,440 40,440
F-statistic 40.251 40.251 40.251 40.251

Panel C: OLS

ln Downloads -0.007 0.002 -0.006 -0.011
(0.006) (0.006) (0.006) (0.009)

Observations 40,440 40,440 40,440 40,440

Fixed Effects
Sub-national ✓ ✓ ✓ ✓
Country × Year ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓

Controls in 2010 × Year FE ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (IV2) for various log-transformed citation measures.
Across all panels, the sample is limited to years for which download data are available. Standard errors are
clustered at the sub-national level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, *
p < 0.1.

Figure 2.13: Reduced Form – Effects on Citations by Region
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Note: The figure shows reduced form event study estimates for the effect of log connectedness to Almaty on
log-transformed citations allowing for heterogeneity in developed, emerging and developing regions. Standard
errors are clustered by subnational region. Bars represent 95% confidence intervals.
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Taken together, we interpret the results as evidence for quality increases in high
Sci-Hub traffic regions. Yet, even if one remains agnostic about whether citations
reflect quality: at a minimum, the results imply greater recognition of work from
regions previously disadvantaged by access restrictions.

Number of Publications Next, we investigate potential increases in the
number of publications. Loosening monetary constraints through free downloads
may allow scientists to shift resources. Researchers may be able to hire more
research assistants or purchase more scientific equipment. Such investments may
then increase research output as measured by the number of publications. To test
this idea, we estimate Equation (IV2) using the number of newly written articles
in a given region as the main outcome. The corresponding estimates are shown in
Table 2.5. Columns (1) and (2) show that we do not find any effects of Sci-Hub
on the number of new publications (both peer and non-peer-reviewed articles).
The estimates are relatively small and even slightly negative. Doubling Sci-Hub
traffic is associated with an insignificant reduction in peer-reviewed publications
by roughly 1%.

We also test for distributional shifts. If greater access transitions into better
papers, we would not necessarily see more publications but a shift in the publishing
outlets. To test this idea we classify publications based on journal quality quintiles
measured by impact factors. The disaggregated results are shown in Table 2.5,
where Columns (3)–(7) denote ascending quality quintiles. Again, we do not
observe significant changes in the distribution of outlets in which researchers
publish. If anything, we estimate slight reductions in newly written articles across
the full journal-ranking spectrum.
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Table 2.5: Change in Publication Patterns

Total Peer-
reviewed

By Journal Quality (in Quintiles)

Q1 Q2 Q3 Q4 Q5

(1) (2) (3) (4) (5) (6) (7)

Panel A: Reduced Form

ln CON Almaty × Post 2010 -0.007 -0.001 -0.009 -0.009 -0.006 -0.002 -0.008
(0.026) (0.025) (0.014) (0.015) (0.019) (0.021) (0.021)

Observations 40,440 40,440 40,440 40,440 40,440 40,440 40,440

Panel B: 2SLS

ln Downloads -0.020 -0.004 -0.026 -0.027 -0.019 -0.006 -0.023
(0.077) (0.074) (0.041) (0.045) (0.056) (0.061) (0.061)

Observations 40,440 40,440 40,440 40,440 40,440 40,440 40,440
F-statistic 40.251 40.251 40.251 40.251 40.251 40.251 40.251

Panel C: OLS

ln Downloads -0.005 -0.004 0.019*** 0.010** 0.004 -0.002 0.003
(0.006) (0.006) (0.004) (0.005) (0.005) (0.005) (0.005)

Observations 40,440 40,440 40,440 40,440 40,440 40,440 40,440

Fixed Effects
Sub-national ✓ ✓ ✓ ✓ ✓ ✓ ✓
Country × Year ✓ ✓ ✓ ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓ ✓ ✓ ✓

Controls in 2010 × Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (IV2) for various publication measures. Across all
panels, the sample is limited to years for which download data are available. Standard errors are clustered at
the sub-national level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

Direction of Research Finally, we attempt to gauge changes in the direction
of research. Does scientific activity shift toward topics studied at the research
frontier? To test this, we train a topic model using abstracts from papers in the
top percentile of the citation distribution for each year and field. The trained
model is then applied to predict the topic distributions of all other – previously
unseen – papers within the same field and year. We then calculate the similarity
between a paper’s topic distribution and that of the research frontier using the
Mahalanobis distance. These distances are then aggregated across regions and
years. Details on the construction of this measure of frontier distance are provided
in Appendix Section 2.D.2. The estimates, using this measure as the outcome
variable, are presented in Table 2.6. Contrary to expectations, we do not observe
a convergence of research topics toward the research frontier.
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Table 2.6: Similarity to Research Frontier Topic Distribution

Across Field
Similarity

Within Field Similarity (... Sciences)

Social Health Life Physical

(1) (2) (3) (4) (5)

Panel A: Reduced Form

ln CON Almaty × Post 2010 0.084* 0.009 -0.015 -0.006 -0.031
(0.048) (0.025) (0.024) (0.027) (0.020)

Observations 21,585 21,585 21,585 21,585 21,585

Panel B: 2SLS

ln Downloads 0.087* 0.009 -0.015 -0.007 -0.032
(0.051) (0.027) (0.024) (0.028) (0.023)

Observations 21,585 21,585 21,585 21,585 21,585
F-statistic 27.363 27.363 27.363 27.363 27.363

Panel C: OLS

ln Downloads 0.003 -0.004 0.001 -0.001 0.002
(0.004) (0.003) (0.002) (0.003) (0.001)

Observations 21,585 21,585 21,585 21,585 21,585

Fixed Effects
Sub-national ✓ ✓ ✓ ✓ ✓
Country × Year ✓ ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓ ✓

Controls in 2010 × Year FE ✓ ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (IV2) for our measure of frontier distance. Across all
panels, the sample is limited to years for which download data are available. Standard errors are clustered at
the sub-national level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

2.5.4 Effects on Migration and Innovation

Thus far, we have documented the impact of Sci-Hub on various scientific outcomes.
However, other dimensions, such as scientist migration and industrial innovation,
may also be affected. First, we investigate whether improved publication quality
expands opportunities or incentives for scientist migration. Second, we examine
potential spillover effects of increased access on patent citations to scientific
articles.

Migration To investigate migration, we rely on changes in the affiliation of
scientists in OpenAlex. We classify moves among research institutions along
three dimensions: whether a researcher changes her affiliation within the same
subnational region, changes affiliation within the same country, or moves to a
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developed country. The results are shown in Table 2.7. First, we find no effect
of Sci-Hub traffic on the total number of researchers in a region. Second, we
investigate outflows based on where the receiving institution is situated. We find
no effect on moves within a subnational region, to other institutes and universities
in the country, or to universities in developed regions.

Table 2.7: Migration Patterns

Stock of
Researchers

Outflows

Subnational Country Developed

(1) (2) (3) (4)

Panel A: Reduced Form
ln CON Almaty × Post 2010 0.000 0.014 0.003 0.007

(0.022) (0.012) (0.010) (0.009)

Observations 40,440 40,440 40,440 40,440

Panel B: 2SLS
ln Downloads 0.000 0.041 0.008 0.020

(0.065) (0.035) (0.029) (0.028)

Observations 40,440 40,440 40,440 40,440
F-statistic 40.251 40.251 40.251 40.251

Panel C: OLS
ln Downloads -0.005 0.004 0.005 0.008**

(0.004) (0.003) (0.003) (0.003)

Observations 40,440 40,440 40,440 40,440

Fixed Effects
Sub-national ✓ ✓ ✓ ✓
Country × Year ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓

Controls in 2010 × Year FE ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (IV2) for various migration measures. Across all
panels, the sample is limited to years for which download data are available. Standard errors are clustered at
the sub-national level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

It is important to note that we did not conduct a large-scale linking exercise
for scientists, and therefore our findings may not provide a complete picture
of migration opportunities. Specifically, if a scientist changes universities and
is assigned a new identifier in OpenAlex, our data analysis may not accurately
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reflect their migration choices. Hence, we caution readers to keep this limitation
in mind when interpreting these results.

Innovation Prior evidence documents that articles published under open-access
accrue more patent citations – put differently, spillovers from science to industry
are more pronounced (Bryan and Ozcan, 2021). We test whether the spread
of Sci-Hub has similarly impacted industry-use of scientific insights along two
dimensions. First, we test whether patents from regions with high Sci-Hub usage
cite more restricted-access publications. Second, we check whether publications
from these regions receive more patent citations.30

In Table 2.8 we find no measurable impact of Sci-Hub on the share of restricted-
access references in patents. Likewise, we do not detect distributional shifts in
references to higher-quality scientific publications. In Table 2.9 we also find no
indication that publications from high-intensity Sci-Hub regions attract more
patent citations.

There are several plausible explanations that can rationalize these results. First,
the analysis is built on relatively ’scarce’ data. We only observe patents from
OECD countries, as opposed to the near-universe of publications. Secondly, firms’
budget-constraints may be less binding than those of individual researchers. In
all likelihood, paywall fees take up a far smaller share of research budgets within
firms and industrial R&D labs than among scientists. We interpret the fact that
references to open-access journals take up only about 5% of all references as
evidence in favor of this argument.31

30 We discuss data construction and results in greater detail in Appendix 2.D.1.
31 See Appendix Table 2.A.10.
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Table 2.8: Patents - Share of Restricted-access References

Share Restricted-access References

All Quality of References

Q1 Q2 Q3 Q4 Q5

(1) (2) (3) (4) (5) (6)

Panel A: Reduced Form

ln CON Almaty × Post 2010 0.016 0.279** 0.002 -0.005 0.030 -0.011
(0.018) (0.139) (0.077) (0.065) (0.036) (0.021)

Observations 5,280 1,651 2,641 3,388 4,288 4,961

Panel B: 2SLS

ln Downloads 0.012 0.127* 0.001 -0.003 0.021 -0.008
(0.014) (0.073) (0.043) (0.042) (0.028) (0.015)

Observations 5,280 1,651 2,641 3,388 4,288 4,961
F-statistic 13.839 10.929 9.259 10.834 9.994 14.126

Panel C: OLS

ln Downloads 0.002 -0.006 -0.002 -0.001 -0.000 -0.003*
(0.003) (0.008) (0.006) (0.005) (0.004) (0.002)

Observations 5,280 1,651 2,641 3,388 4,288 4,961

Fixed Effects
Sub-national ✓ ✓ ✓ ✓ ✓ ✓
Country × Year ✓ ✓ ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓ ✓ ✓

Controls in 2010 × Year FE ✓ ✓ ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (IV2) for the share of restricted-access references in
patents among various groups. Across all panels, the sample is limited to years for which download data are
available. Standard errors are clustered at the sub-national level. Significance levels are indicated as follows: ***
p < 0.01, ** p < 0.05, * p < 0.1.
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Table 2.9: Patent to Publication Citations

Total Peer-
reviewed

Quality of Cited Reference

Q1 Q2 Q3 Q4 Q5

(1) (2) (3) (4) (5) (6) (7)

Panel A: Reduced Form

ln CON Almaty × Post 2010 -0.011 -0.010 -0.012** -0.004 -0.001 0.001 -0.004
(0.012) (0.012) (0.006) (0.007) (0.008) (0.009) (0.011)

Observations 40,440 40,440 40,440 40,440 40,440 40,440 40,440

Panel B: 2SLS

ln Downloads -0.032 -0.028 -0.035** -0.013 -0.003 0.002 -0.013
(0.035) (0.035) (0.017) (0.020) (0.025) (0.027) (0.033)

Observations 40,440 40,440 40,440 40,440 40,440 40,440 40,440
F-statistic 40.251 40.251 40.251 40.251 40.251 40.251 40.251

Panel C: OLS

ln Downloads -0.004 -0.004 -0.001 0.006** 0.009*** 0.002 -0.003
(0.004) (0.004) (0.002) (0.003) (0.003) (0.003) (0.004)

Observations 40,440 40,440 40,440 40,440 40,440 40,440 40,440

Fixed Effects
Sub-national ✓ ✓ ✓ ✓ ✓ ✓ ✓
Country × Year ✓ ✓ ✓ ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓ ✓ ✓ ✓

Controls in 2010 × Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (IV2) for the log-number of patent to publication
citations. Patent citations are restricted to in-text citations referenced by inventors. Across all panels, the sample
is limited to years for which download data are available. Standard errors are clustered at the sub-national level.
Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.
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2.6 Conclusion

This paper studies the rise of Sci-Hub, an academic file-sharing website. Using
a wealth of data sources, we build a global panel of scientific input and output
at the sub-national level that spans two decades. In an instrumented difference-
in-differences framework, we show that Sci-Hub has meaningfully shifted global
knowledge consumption and production.

Our analysis suggests three tentative lessons about the impact of open access
on knowledge creation. First, regions exposed to Sci-Hub see a quantitatively
significant rise in the share of references to restricted-access publications. In
particular, researchers substitute low-quality references with previously closed-
access articles at the research frontier. Second, we document that greater exposure
to frontier research has resulted in the production of novel works with higher
citation rates – a common measure of scientific quality. Third, we do not find
evidence for changing research directions, improved journal outcomes, migration
opportunities, or greater industry use of scientific insights being majorly affected.
Nonetheless, taken together, our results suggest that open-access research is
likely an underprovided public good within academic research. With a slowdown
in disruptive science (Park, Leahey and Funk, 2023), the policy takeaway is
clear: Governments and funders should continue to actively implement measures
reducing closed-access rates.
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2.A Additional Tables

Table 2.A.1: Sci-Hub and Social Connectedness – Summary Statistics

Mean SD Min Max N

(1) (2) (3) (4) (5)

Panel A: Sci-Hub Downloads

Total (in 1,000s) 2.76 24.79 0.00 1, 169.48 14, 537
Total 2011 (in 1,000s) 0.01 0.15 0.00 4.61 2, 437
Total 2012 (in 1,000s) 0.39 3.51 0.00 122.83 2, 437
Total 2013 (in 1,000s) 0.43 2.69 0.00 62.68 2, 437
Total 2015 (in 1,000s) 1.62 8.96 0.00 235.02 2, 437
Total 2016 (in 1,000s) 1.06 7.29 0.00 230.98 2, 437
Total 2017 (in 1,000s) 12.95 58.21 0.00 1, 169.48 2, 437
Per Institute 216.86 1334.49 0.00 44, 279.00 9, 329
Per Researcher 4.13 16.01 0.00 198.73 8, 277

Panel B: Social Connectedness Index (in 1,000s)

Almaty (KAZ) 0.43 5.47 0.00 210.27 2, 437
Kazahkstan (KAZ) 0.63 6.85 0.00 114.22 2, 437
Kazahkstan excl. Almaty (KAZ) 0.68 7.64 0.00 130.65 2, 437
Nur-Sultan (KAZ) 0.65 9.54 0.00 344.26 2, 437
Bishkek (KGZ) 1.33 21.45 0.00 491.63 2, 437
Ashgabat (TKM) 5.40 129.01 0.00 4, 362.62 2, 437
Tashkent (UZB) 0.98 12.73 0.00 338.63 2, 437
Dushanbe (TJK) 1.95 41.59 0.00 1, 324.88 2, 437
Kyiv (UKR) 0.47 5.66 0.00 201.34 2, 437
Ulaanbaatar (MNG) 5.99 63.32 0.00 869.56 2, 437

Note: In Panel A the table provides summary statistics for Sci-Hub downloads across our observation period.
Panel B provides summary statistics for the Social Connectedness Index for Almaty, Kazakhstan, and Central
Asian capitals.
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Table 2.A.2: Publication Measures – Summary Statistics

Mean SD Min Max N

(1) (2) (3) (4) (5)

Panel A: Research Institutes

Any 0.64 0.48 0.00 1.00 56, 051
Total 18.70 79.69 0.00 2, 641.00 56, 051
Total ≥ 95th Percentile 0.72 5.11 0.00 195.00 56, 051

Panel B: Researchers

Researchers (in 1,000s) 1.25 5.36 0.00 189.97 56, 051
Per Institute 50.79 92.34 0.00 2, 731.50 36, 087

Panel C: Publications

Total (in 1,000s) 1.98 8.92 0.00 295.30 56, 051
Per Institute 73.23 127.90 0.00 2, 997.00 36, 087
Per Researcher 1.53 0.82 0.00 28.00 30, 105
Share Peer-reviewed 0.67 0.24 0.00 1.00 30, 103
Share Restricted-access 0.56 0.25 0.00 1.00 30, 103

Panel D: References

Total (in 1,000s) 48.60 242.04 0.00 9, 457.02 56, 051
Per Institute 1580.89 3411.23 0.00 105, 389.00 36, 087
Per Researcher 25.85 20.22 0.00 484.00 30, 105
Per Publication 16.85 10.08 0.00 228.00 30, 103
Share Peer-reviewed 0.85 0.19 0.00 1.00 29, 114
Share Restricted-Access 0.68 0.15 0.00 1.00 29, 114

Panel E: Citations

Total (in 1,000s) 40.75 219.04 0.00 6, 133.67 56, 051
Per Institute 1092.33 2376.46 0.00 39, 514.20 36, 087
Per Researcher 22.58 32.20 0.00 940.50 30, 105
Per Publication 14.47 18.61 0.00 536.50 30, 103
Share Peer-reviewed 0.94 0.09 0.00 1.00 53, 287
Share Cross-citations 0.29 0.32 0.00 2.48 53, 287

Note: The table provides summary statistics for research measures retrieved through OpenAlex and described
in Section 2.3. In particular, Panels A and B show summary metrics for the number of research institutes and
researchers in sub-national units. Panels C, D, and E summarize various publication, citation, and reference
measures. Across all variables, the unit of observation is sub-national units from 2000 to 2022.
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Table 2.A.3: Control Variables – Summary Statistics

Mean SD Min Max N

(1) (2) (3) (4) (5)

Panel A: Education

Any Research Institute 0.64 0.48 0.00 1.00 2, 437
Research Institutes, 2010 18.99 80.23 0.00 2, 253.00 2, 437
Research Institutes ≥ 95th Percentile, 2010 0.88 5.49 0.00 188.00 2, 437
Researchers (in 1,000s), 2010 1.31 5.36 0.00 110.82 2, 437

Panel B: Geography

Capital 0.08 0.27 0.00 1.00 2, 437
Area (in 10,000 km2) 8.81 89.73 0.00 3, 493.19 2, 437
Latitude 17.06 22.76 −53.80 71.78 2, 437
Longitude 21.25 67.84 −176.22 177.98 2, 437
Distance to Almaty (in 1,000 km) 7.38 3.81 0.00 17.72 2, 437

Panel C: Population

Population (Million), 2010 2.11 7.57 0.00 204.35 2, 437
Population Density (per km2), 2010 0.43 2.05 0.00 41.28 2, 437

Panel D: Development

GDP* (USD Billion), 2010 25.48 68.04 0.00 1, 004.07 2, 437
GDP* per Capita (USD), 2010 21.76 185.37 0.00 8, 910.61 2, 437

Note: The table provides summary statistics for all control variables in Section 2.3. Time-varying variables are
fixed in 2010.
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Table 2.A.4: Extensive Margin Effects of Sci-Hub Downloads

Dependent Variable: Any Publication

(1) (2) (3) (4) (5) (6)

Any Download 0.525*** 0.342*** 0.010 0.009 0.009 0.009
(0.034) (0.029) (0.006) (0.006) (0.006) (0.006)

Observations 2,799 2,735 2,735 2,735 2,735 2,735
Number of Clusters 222 158 158 158 158 158

Fixed Effects
Country - ✓ ✓ ✓ ✓ ✓

Controls in 2010
Education - - ✓ ✓ ✓ ✓
Geography - - - ✓ ✓ ✓
Population - - - - ✓ ✓
Development - - - - - ✓

Note: The table displays the results from regressing an indicator for having procured any research (until 2022)
on an indicator for having any Sci-Hub download (until 2022). Standard errors are clustered at the sub-national
level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

Table 2.A.5: First Stage – Inverse Hyperbolic Sine Transformation

(1) (2) (3) (4) (5) (6) (7) (8)

ihs CON Almaty × Post 2010 0.596*** 0.613*** 0.823*** 0.507*** 0.323*** 0.331*** 0.379*** 0.378***
(0.062) (0.059) (0.132) (0.104) (0.075) (0.076) (0.082) (0.081)

Observations 41,344 41,344 40,444 40,444 40,444 40,444 40,444 40,444
Number of Clusters 195 195 142 142 142 142 142 142
F-statistic 92.375 107.196 38.627 23.964 18.541 18.806 21.228 21.745

Fixed Effects
Sub-national - ✓ ✓ ✓ ✓ ✓ ✓ ✓
Year × Country - - ✓ ✓ ✓ ✓ ✓ ✓

CON Neighboring Capitals - - - ✓ ✓ ✓ ✓ ✓

Controls in 2010 × Year FE
Education - - - - ✓ ✓ ✓ ✓
Geography - - - - - ✓ ✓ ✓
Population - - - - - - ✓ ✓
Development - - - - - - - ✓

Note: The table displays regression results from Equation (IV1) across various specifications using the inverse
hyperbolic sine transformation. Standard errors are clustered at the sub-national level. Significance levels are
indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 2.A.6: First Stage Estimates by Region

Dependent Variable: ln Downloads

(1) (2) (3) (4) (5) (6) (7) (8)

ln CON Almaty × Post 2010 × Developed 1.217***1.257***1.624***1.344***0.414***0.473***0.567***0.638***
(0.026) (0.026) (0.160) (0.172) (0.116) (0.123) (0.118) (0.121)

ln CON Almaty × Post 2010 × Emerging 0.539***0.575***0.960***0.768***0.522***0.527***0.576***0.569***
(0.025) (0.024) (0.150) (0.148) (0.088) (0.089) (0.091) (0.090)

ln CON Almaty × Post 2010 × Developing 0.088***0.138***0.073**-0.061 0.040 0.041 0.059* 0.049
(0.016) (0.016) (0.030) (0.045) (0.033) (0.033) (0.033) (0.032)

Observations 41,341 41,341 40,440 40,440 40,440 40,440 40,440 40,440
Number of Clusters 2,437 2,437 2,384 2,384 2,384 2,384 2,384 2,384
F-statistic 846.423 995.093 50.187 32.212 14.160 14.636 18.184 19.712

Fixed Effects
Sub-national - ✓ ✓ ✓ ✓ ✓ ✓ ✓
Year × Country - - ✓ ✓ ✓ ✓ ✓ ✓

CON Neighb. Capitals - - - ✓ ✓ ✓ ✓ ✓

Controls in 2010 × Year FE
Education - - - - ✓ ✓ ✓ ✓
Geography - - - - - ✓ ✓ ✓
Population - - - - - - ✓ ✓
Development - - - - - - - ✓

Note: The table displays regression results from Equation (IV1) by region and across various specifications.
Standard errors are clustered at the sub-national level. Significance levels are indicated as follows: *** p < 0.01,
** p < 0.05, * p < 0.1.
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Table 2.A.7: Home Run Papers – Total Papers in Citation Distribution

Across Fields (≥ ... pct.) Within Fields (≥ ... pct.)

95th 99th 99.5th 99.9th 95th 99th 99.5th 99.9th

(1) (2) (3) (4) (5) (6) (7) (8)

Panel A: Reduced Form

ln CON Almaty × Post 2010 -0.009 -0.004 -0.004 0.001 -0.008 -0.013 -0.010 0.005
(0.017) (0.014) (0.014) (0.013) (0.017) (0.015) (0.014) (0.013)

Observations 40,528 40,528 40,528 40,528 40,528 40,528 40,528 40,528

Panel B: 2SLS

ln Downloads -0.027 -0.012 -0.011 0.004 -0.025 -0.039 -0.032 0.014
(0.052) (0.043) (0.041) (0.040) (0.052) (0.045) (0.042) (0.039)

Observations 40,528 40,528 40,528 40,528 40,528 40,528 40,528 40,528
F-statistic 38.321 38.321 38.321 38.321 38.321 38.321 38.321 38.321

Panel C: OLS

ln Downloads 0.006 0.009** 0.009* 0.012** 0.006 0.007* 0.007 0.007
(0.004) (0.004) (0.004) (0.005) (0.004) (0.004) (0.004) (0.004)

Observations 40,528 40,528 40,528 40,528 40,528 40,528 40,528 40,528

Fixed Effects
Sub-national ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Country × Year ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Controls in 2010 × Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (IV2) for various measures of producing “home-run”
papers – articles that reach the 95th, 99th, 99.5th, or 99.9th percentile citation distribution. In Columns (1)–(4)
“home-run” papers are defined across fields, whereas in Columns (5)–(8), they are defined within fields. Across
all panels, the sample is limited to years for which download data are available. Standard errors are clustered at
the sub-national level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 2.A.8: Change in Citation Patterns by Region

Number of Citations

Total Non-peer-
reviewed

Peer-
reviewed

Cross-
field

(1) (2) (3) (4)

Panel A: Reduced Form

ln CON Almaty × Post 2010 × Developed 0.035 0.004 0.035 0.119
(0.056) (0.054) (0.056) (0.085)

ln CON Almaty × Post 2010 × Emerging 0.069 0.028 0.075 -0.101
(0.047) (0.045) (0.046) (0.073)

ln CON Almaty × Post 2010 × Developing -0.010 -0.017 -0.006 0.003
(0.027) (0.020) (0.027) (0.033)

Observations 40,440 40,440 40,440 40,440

Panel B: 2SLS

ln Downloads × Developed 0.058 0.003 0.065 0.067
(0.075) (0.069) (0.075) (0.111)

ln Downloads × Emerging 0.088 0.020 0.102 -0.133
(0.085) (0.076) (0.084) (0.122)

ln Downloads × Developing -0.206 -0.294 -0.133 0.071
(0.483) (0.371) (0.479) (0.563)

Observations 40,440 40,440 40,440 40,440
F-statistic 19.712 19.712 19.712 19.712

Panel C: OLS

ln Downloads × Developed -0.007 -0.013 -0.008 -0.011
(0.009) (0.009) (0.009) (0.015)

ln Downloads × Emerging -0.007 0.009 -0.005 -0.009
(0.008) (0.007) (0.007) (0.012)

ln Downloads × Developing -0.012 -0.016 -0.012 0.004
(0.028) (0.023) (0.027) (0.030)

Observations 40,440 40,440 40,440 40,440

Fixed Effects
Sub-national ✓ ✓ ✓ ✓
Country × Year ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓

Controls in 2010 × Year FE ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (IV2) for various citation measures by region. Across
all panels, the sample is limited to years for which download data are available. Standard errors are clustered at
the sub-national level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.



140 | Leveling the Playing Field

Table 2.A.9: Migration Patterns by Region

Stock of
Researchers

Outflows

Subnational Country Developed

(1) (2) (3) (4)

Panel A: Reduced Form

ln CON Almaty × Post 2010 × Developed 0.057 0.036 -0.008 -0.029
(0.042) (0.032) (0.032) (0.023)

ln CON Almaty × Post 2010 × Emerging 0.021 0.023 0.002 0.018
(0.039) (0.022) (0.019) (0.017)

ln CON Almaty × Post 2010 × Developing -0.018 0.006 0.008 0.008
(0.020) (0.010) (0.010) (0.010)

Observations 40,440 40,440 40,440 40,440

Panel B: 2SLS

ln Downloads × Developed 0.049 0.051 0.000 -0.013
(0.058) (0.037) (0.034) (0.025)

ln Downloads × Emerging 0.011 0.043 0.013 0.034
(0.068) (0.036) (0.030) (0.028)

ln Downloads × Developing -0.330 0.094 0.146 0.128
(0.371) (0.171) (0.166) (0.161)

Observations 40,440 40,440 40,440 40,440
F-statistic 19.712 19.712 19.712 19.712

Panel C: OLS

ln Downloads × Developed -0.000 -0.014** -0.012** -0.015***
(0.006) (0.006) (0.005) (0.004)

ln Downloads × Emerging -0.006 0.008* 0.009** 0.014***
(0.006) (0.004) (0.004) (0.004)

ln Downloads × Developing 0.026* 0.028*** 0.025** 0.027***
(0.014) (0.011) (0.010) (0.009)

Observations 40,440 40,440 40,440 40,440

Fixed Effects
Sub-national ✓ ✓ ✓ ✓
Country × Year ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓

Controls in 2010 × Year FE ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (IV2) for various migration measures by region.
Across all panels, the sample is limited to years for which download data are available. Standard errors are
clustered at the sub-national level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, *
p < 0.1.
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Table 2.A.10: Patent Measures – Summary Statistics

Mean SD Min Max N

(1) (2) (3) (4) (5)

Panel A: Patent References (per Patent)

Total 1.09 2.17 0.00 97.00 10, 344
Referenced by Applicant 0.10 0.32 0.00 11.00 10, 344
Referenced by Examiner 0.99 2.07 0.00 97.00 10, 344
Referenced on Front 1.02 2.12 0.00 97.00 10, 344
Referenced on Body 0.13 0.42 0.00 18.50 10, 344
Quality Q1 0.01 0.04 0.00 1.00 10, 344
Quality Q2 0.03 0.07 0.00 2.00 10, 344
Quality Q3 0.06 0.13 0.00 3.00 10, 344
Quality Q4 0.19 0.38 0.00 11.00 10, 344
Quality Q5 0.62 1.46 0.00 64.00 10, 344
Peer-reviewed 0.92 1.91 0.00 79.00 10, 344
Restricted-access 0.86 1.79 0.00 71.00 10, 344
Open-access 0.05 0.16 0.00 8.00 10, 344

Panel B: Patent Citations (per Publication)

Total 0.69 24.55 0.00 2, 501.00 27, 170
Cited by Applicant 0.54 19.98 0.00 1, 935.00 27, 170
Cited by Examiner 0.15 4.71 0.00 566.00 27, 170
Cited on Front 0.57 20.39 0.00 2, 072.00 27, 170
Cited on Body 0.21 8.15 0.00 880.00 27, 170
Citing Q1 0.01 0.18 0.00 17.91 27, 170
Citing Q2 0.02 0.84 0.00 120.00 27, 170
Citing Q3 0.03 0.53 0.00 62.00 27, 170
Citing Q4 0.08 1.91 0.00 174.00 27, 170
Citing Q5 0.49 20.30 0.00 2, 229.00 27, 170

Note: The table provides summary statistics for patent citations and references as described in Section 2.D.1.
Across all variables, the unit of observation is sub-national units from 2000 to 2020. In the case of references,
observations are limited to OECD countries.
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2.B Additional Figures

Figure 2.B.1: Sci-Hub Screenshot

Note: The figure shows a screenshot of Sci-Hub’s front page as of November 3, 2022.

Figure 2.B.2: Sci-Hub Data Structure

Note: The figure shows the structure of an entry in the Sci-Hub log-file downloads and describes how it is
subsequently processed.
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Figure 2.B.3: Research Output Classification Example
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Even before the Great Recession, US employment growth was
unimpressive. Between 2000 and 2007, the economy gave back the
considerable employment gains achieved during the 1990s, with a
historic contraction in manufacturing employment being a prime
contributor to the slump. We estimate that import competition
fromChina, which surged after 2000, was amajor force behind both
recent reductions in US manufacturing employment and—through
input-output linkages and other general equilibrium channels—
weak overall US job growth. Our central estimates suggest job
losses from rising Chinese import competition over 1999–2011 in
the range of 2.0–2.4 million.
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In particular, without the competitive equilibrium assumption, the in-
crease in importsmay drive some producers out of themarket, and thismay
have a negative impact on firms that are their customers, creating negative
downstream effects. Conversely, if there are declines in the prices of goods
being imported more intensively from China, this may create positive
downstream effects as customers using these goods as inputs can expand
their operations.
Ultimately, whether there are downstream effects or not is an empirical

question, and our results do not provide much evidence for sizable down-
stream effects.
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Note: The figure describes the type of characteristics extracted from a publication recorded in OpenAlex.

Figure 2.B.4: Country Classification

Note: The figure shows the classification of countries into developed, emerging, and developing regions. In
particular, developed regions are all countries classified as ‘least developed’ by the United Nations (2011).
All remaining countries are classified as developed or emerging regions based on the distinction of ‘advanced’
and ‘emerging’ economies by the International Monetary Fund (2011). Light white lines indicate borders of
sub-national units.
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Figure 2.B.5: Fraction of Open-Access Journal by Fields across Years
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Note: The figure shows the fraction of open-access journals by fields across years.
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Figure 2.B.6: JSTOR Subscribers by Institution Quality and Region
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Note: The figure depicts the fraction of JSTOR subscribers by institution quality and region.

Figure 2.B.7: Share of Restricted-access References – Visual Evidence
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Note: Panel (a) shows point estimates and confidence intervals of the dynamic effects corresponding to the
specification in Table 2.1 Panel A column (8). Panel (b) plots the residuals and coefficient estimate of the
corresponding static difference-in-differences model. Standard errors are clustered by sub-national region.



146 | Leveling the Playing Field

Figure 2.B.8: Reduced Form Event Studies by Region (Count Variables)
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Note: The figure shows reduced form event study estimates with corresponding 95% confidence intervals for
the outcomes and specification displayed in Table 2.3 Panel A. The post-2010 indicator is replaced with a full
set of annual indicators, omitting 2010, the year before Sci-Hub was established. Standard errors are clustered
by sub-national region.
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Figure 2.B.9: Change in Reference Dynamics by Field and Sub-field
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Note: The figure shows disaggregated 2SLS estimates for the number of open-access and restricted-access
references according to the specification in Panel B of Table 2.3. Each scatter represents a separate regression in
which the dependent variable is the number of open-access or restricted-access references in a field. Effect sizes
are indicated on the vertical axis. The share of open-access journals is displayed on the horizontal axis. The size
of each scatter indicates the size of a field, measured by the total number of publications in 2010.
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2.C Additional Analyses

2.C.1 Weak Instrument Considerations

It is well known that t-ratio tests over-reject when instruments are weak (Bound,
Jaeger and Baker, 1995; Staiger and Stock, 1997). The discussion on dealing with
potentially weak instruments revolves around two parameters: the first-stage
F-statistic and the endogeneity coefficient ρ, measuring the correlation between
structural and first-stage residuals. Within this framework, a high degree of
endogeneity calls for a strong instrument, i.e., a a high first-stage F-statistic.
In contrast, ‘low’ endogeneity is reconcilable with a low first-stage F-statistic.
In particular, conventional (unadjusted) IV standard errors sufficiently account
for weak instruments unless endogeneity is ‘extraordinarily high’, defined as
|ρ| > .565 (Angrist and Kolesár, 2021). However, because it might be challenging
to bound ρ a priori, numerous frequentist methods exist to adjust standard errors
and confidence intervals for potential inference distortions (Anderson and Rubin,
1949; Lee et al., 2022).

We address potential weak instrument concerns twofold. First, we report 95-
percent confidence intervals [ρ̂L, ρ̂U ] of the endogeneity parameter ρ. Table
2.C.1 shows that our specification exhibits moderate to high levels of endogeneity,
exceeding the threshold of |ρ| > .565 when considering our main specification. The
high degree of endogeneity might not be surprising given that knowledge creation
is a highly endogenous process. At the same time, the high degree of endogeneity
justifies our instrumental variable approach and offers an explanation for the
stark difference between OLS and 2SLS estimates we see in Tables (2.3)–(2.4).

Complementing the bounding exercise on ρ, Table 2.C.1 reports p-values of the
Anderson and Rubin F -test (Anderson and Rubin, 1949) as well as tF -adjusted
standard errors (Lee et al., 2022). The procedure by Anderson and Rubin
yields confidence intervals with undistorted coverage for any pair of values ρ
and F . On the other hand, tF -adjusted standard errors assume a worst-case
endogeneity scenario, i.e., |ρ| = 1, and accordingly adjust the conventional 2SLS
standard errors by an adjustment factor based on the first-stage F -statistic and
the considered significance level.32 Under both procedures, our results remain

32 Both procedures yield correct coverage under arbitrarily weak instruments; however, the
expected length of the Anderson and Rubin confidence interval is infinite, while the corresponding
tF interval is finite (Lee et al., 2022).
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significant at the 1-percent level even when considering a worst-case endogeneity
scenario of |ρ| = 1 as assumed when computing tF -adjusted standard errors.

Table 2.C.1: Weak IV – Share of Restricted-access References

Dependent Variable: Share Restricted-access References

(1) (2) (3) (4) (5) (6) (7) (8)

Panel A: 2SLS Estimate

ln Downloads -0.023*** -0.024*** 0.026*** 0.049*** 0.049*** 0.047*** 0.046*** 0.046***
(0.002) (0.002) (0.003) (0.015) (0.010) (0.010) (0.009) (0.009)

Observations 20,463 20,413 19,420 19,420 19,420 19,420 19,420 19,420
F-statistic 983.565 1760.168 139.658 11.890 22.981 24.268 31.087 30.898

Panel B: Weak IV Considerations

Endogeneity Parameter ρ
max{|ρ̂L|, |ρ̂U |} 0.420 0.500 0.520 0.900 0.760 0.750 0.720 0.720

Anderson-Rubin Inference
p-value < .001 < .001 < .001 < .001 < .001 < .001 < .001 < .001

tF-adjusted Standard Errors
5-percent Significance (0.002) (0.002) (0.031) (0.031) (0.013) (0.012) (0.010) (0.010)
1-percent Significance (0.003) (0.002) (0.088) (0.088) (0.017) (0.016) (0.013) (0.013)

Fixed Effects
Sub-national - ✓ ✓ ✓ ✓ ✓ ✓ ✓
Year × Country - - ✓ ✓ ✓ ✓ ✓ ✓

CON Neighb. Capitals - - - ✓ ✓ ✓ ✓ ✓

Controls in 2010 × Year FE
Education - - - - ✓ ✓ ✓ ✓
Geography - - - - - ✓ ✓ ✓
Population - - - - - - ✓ ✓
Development - - - - - - - ✓

Note: Panel A displays 2SLS estimates based on Equation (IV2). Panel B reports three measures to discover
and account for the presence of weak instruments. First, we report a bound on the endogeneity parameter ρ by
following Online Appendix Section A.8.3 of Lee et al. (2022). In particular, we use 95-percent tF confidence
interval endpoints [β̂L, β̂U ] to compute the endpoints ρ(β̂L) and ρ(β̂U ). Second, we report p-values of the
Anderson-Rubin F -test of endogenous regressors (Anderson and Rubin, 1949). Third, we construct tF -adjusted
standard errors for 5-percent and 1-percent significance levels using first-stage F-statistics and critical values
provided in Lee et al. (2022). Standard errors are clustered at the sub-national level. Significance levels are
indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.

2.C.2 Two-sample IV

One challenge we face is that Sci-Hub downloads are only available for six years –
that is 2011 to 2013 and 2015 to 2017 – while missing for all other years post-
2010. Although our instrument and dependent variables are observable across
the entire sample period, the missing download observations affect the 2SLS
estimates. To see this, consider a setting where the endogenous regressor X is
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only observed for a subset of observations, denoted by Xsub. Further assume
that the dependent variable, Y and the instrument Z are observed across all
observations, denoted by Yall and Zall. In this setting, even though the outcome
and the instrument are observed across all observations, the standard 2SLS
estimate utilizes only observations of the sample for which X is non-missing, that
is, β̂2SLS

sub =
(
X̂ ′

subX̂sub
)−1

X̂ ′
subYsub where X̂sub = Zsub(Z ′

subZsub)−1ZsubXsub.

However, as laid out in Angrist and Krueger (1992), instrumental variables
estimation on the entire sample is still possible even when only information on Y

and Z but not X is available. The idea is to estimate the first-stage regression
on the restricted sample, but perform the subsequent prediction step on the
entire sample, that is, X̂all = Zall(Z ′

subZsub)−1ZsubXsub. The 2SLS estimate then
follows from β̂2SLS

all =
(
X̂ ′

allX̂all
)−1

X̂ ′
allYall

33.

To transfer this idea to our setting, we slightly adjust our empirical model in
Equation (IV1) by replacing year fixed-effects with decade fixed effects. In
particular, in a setting with any kind of year fixed effects it is not possible to
predict the first stage on the entire sample because in years with missing Sci-Hub
downloads, the corresponding observations are missing for all observations. Our
sample period can roughly be divided into two decades defined by the years before
and after t = 2010. We estimate the following adjusted first-stage regression:

ln Downit = αi + αc(i)d(t)

+ β1 ln CONAlmaty
i × 1t>2010 +

∑
n

δ
(n)
2 ln CONn

i × 1t>2010 (2SIV)

+ Xi2010γd(t) + εit

where αc(i)d(t) accounts for country-specific factors that change by decade. All
other variables, except for αc(i)d(t), are defined as in Equation (IV1). We conduct
inference on β̂2SLS

all using a clustered bootstrap with 1,000 replications.

In Tables 2.C.2–2.C.4 we compare estimates using the standard 2SLS with the
two-sample 2SLS approach across our main outcome tables. Qualitatively, the
results are robust across both approaches with slightly higher point estimates
when utilizing the missing observations in the two-sample 2SLS approach.

33 Inoue and Solon (2010) proposes a slightly modified estimator by introducing a correcting
matrix C to adjust for finite sample differences of the covariance matrix of Z between the
two samples. However, in our setting Z is identically distributed across both samples since
connectedness is constant across sub-national within pre- and post-treatment periods.
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Table 2.C.2: Two-sample IV Estimates – References

Number of References Share
Restricted-

access
ReferencesTotal Open-

access
Restricted-

access

(1) (2) (3) (4)

Panel A: 2SLS

ln Downloads 0.110 -0.083 0.194 0.047***
(0.120) (0.093) (0.120) (0.012)

Observations 41,341 41,341 41,341 20,408
Number of Clusters 2,437 2,437 2,437 1,461
F-statistic 41.339 41.339 41.339 31.652

Panel B: Two-Sampe 2SLS

ln Downloads 0.080 -0.177 0.233** 0.080***
(0.128) (0.130) (0.117) (0.016)

Observations 56,051 56,051 56,051 28,859
Number of Clusters 2,437 2,437 2,437 1,461
F-statistic 41.339 41.339 41.339 31.652

Fixed Effects
Sub-national ✓ ✓ ✓ ✓
Country × Decade ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓

Controls in 2010 × Decade FE ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (2SIV) across various specifications using the inverse
hyperbolic sine transformation. Standard errors are bootstrapped with 1,000 replications at the sub-national
level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 2.C.3: Two-sample IV Estimates – Citations

Number of Citations

Total Non-peer-
reviewed

Peer-
reviewed

Cross-
field

(1) (2) (3) (4)

Panel A: 2SLS

ln Downloads 0.108 0.018 0.122 -0.096
(0.082) (0.071) (0.082) (0.117)

Observations 41,341 41,341 41,341 41,341
Number of Clusters 2,437 2,437 2,437 2,437
F-statistic 41.339 41.339 41.339 41.339

Panel B: Two-Sampe 2SLS

ln Downloads 0.134 0.046 0.139* -0.082
(0.083) (0.076) (0.078) (0.143)

Observations 56,051 56,051 56,051 56,051
Number of Clusters 2,437 2,437 2,437 2,437
F-statistic 41.339 41.339 41.339 41.339

Fixed Effects
Sub-national ✓ ✓ ✓ ✓
Country × Decade ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓

Controls in 2010 × Decade FE ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (2SIV) across various specifications using the inverse
hyperbolic sine transformation. Standard errors are bootstrapped with 1,000 replications at the sub-national
level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table 2.C.4: Two-sample IV Estimates – Citations by Region

Number of Citations

Total Non-peer-
reviewed

Peer-
reviewed

Cross-
field

(1) (2) (3) (4)

Panel A: 2SLS

ln Downloads × Developed 0.056 0.000 0.064 0.063
(0.075) (0.068) (0.074) (0.109)

ln Downloads × Emerging 0.087 0.017 0.102 -0.137
(0.086) (0.076) (0.085) (0.122)

ln Downloads × Developing -0.229 -0.314 -0.152 0.054
(0.492) (0.379) (0.487) (0.568)

Observations 41,341 41,341 41,341 41,341
Number of Clusters 2,437 2,437 2,437 2,437
F-statistic 20.418 20.418 20.418 20.418

Panel B: Two-Sampe 2SLS

ln Downloads × Developed 0.088 0.019 0.091 0.115
(0.059) (0.079) (0.088) (0.129)

ln Downloads × Emerging 0.120 0.058 0.126** -0.115
(0.063) (0.065) (0.062) (0.132)

ln Downloads × Developing -0.421 -0.252 -0.380 -0.235
(0.724) (0.659) (0.765) (0.660)

Observations 56,051 56,051 56,051 56,051
Number of Clusters 2,437 2,437 2,437 2,437
F-statistic 20.418 20.418 20.418 20.418

Fixed Effects
Sub-national ✓ ✓ ✓ ✓
Country × Decade ✓ ✓ ✓ ✓

CON Neighb. Capitals ✓ ✓ ✓ ✓

Controls in 2010 × Decade FE ✓ ✓ ✓ ✓

Note: The table displays regression results from Equation (2SIV) across various specifications using the inverse
hyperbolic sine transformation. Standard errors are bootstrapped with 1,000 replications at the sub-national
level. Significance levels are indicated as follows: *** p < 0.01, ** p < 0.05, * p < 0.1.
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2.D Additional Data

2.D.1 Patents

Data Collection We rely on two external data sources. First, we utilize the
‘OECD REGPAT’ database as of August 2022 (for Economic Co-operation and
Development, 2022). The database covers patent applications from 1977 to 2022
from applicants and inventors in OECD countries filed to either (1) the European
Patent Office (EPO) or (2) under the Patent Co-operation Treaty (PCT).34 For
all patents ‘OECD REGPAT’ database contains regional identifiers based on the
address provided in the patent application. The regional identifiers correspond to
the 2013 version of the Nomenclature of Territorial Units for Statistics (NUTS)
for European countries and OECD’s Territorial Level 3 (TL3) for other countries.
We construct a spatial crosswalk for both identifiers to align the data with the
sub-national unit structure described in Section 2.3.

Second, we utilize data on the citations from USPTO and EPO patents to
scientific articles since 1836 and 1978, respectively. For a detailed description of
the extraction of scientific articles from patents, we refer the interested reader to
Marx and Fuegi (2022) and the explanations therein. We perform two steps to
utilize the openly accessible dataset in our analysis. First, we match patents to the
‘OECD REGPAT’ database using their unique patent publication number. Next,
we corroborate the referenced scientific articles – identified by their Microsoft
Academic Graph identifier and corresponding with the OpenAlex identifier – with
the paper and journal characteristics (again fixed in 2011) described in Section
2.3. We restrict references along two dimensions. First, we exclude references
included by patent office examiners who are unlikely to face access restrictions
and therefore less likely to be Sci-Hub users.35 Further, mirroring the approach
in Bryan and Ozcan (2021), we only consider in-text references and exclude
front-page references.

Lastly, we aggregate the combined data into a panel of sub-national units across
years. As in the case of publications, patents with multiple inventors residing
in the same sub-national unit are only considered once. Patents with numerous
inventors residing in different sub-national units are considered separately.
34 In cases where we observe patents filed to the EPO that are also protected under PCT, we
only consider the latter.
35 There are two ways how references can be assigned to a patent. First, references can be
listed by the applicant. Second, when checking the patent’s validity, the patent office examiner
can include scientific literature related to the patent.
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Patent References Mirroring our approach to publications, we evaluate
whether inventors in regions with high Sci-Hub usage (induced through high
social connectedness to Almaty) adjust their reference dynamics by citing more
restricted-access research post-2010. Column (1) of Table 2.8 documents changes
in the share of restricted-access references within all scientific references listed in
patents. Both the reduced form and the 2SLS estimate indicate that the share
of restricted-access references is unchanged. Next, we check in Columns (2)–(6)
whether the share of restricted-access references adjusts when disaggregating
references across quality quintiles. Again, we find no meaningful change in refer-
ence dynamics except for a positive effect for references from inventors in the 1st
quality quintile, significant at the 10% level. However, the latter estimate turns
insignificant when adjusting for multiple hypothesis testing. These findings might
be explained by access restrictions being less binding for inventors (especially
those working for large corporations) compared to researchers working in an
academic environment.

2.D.2 Distance to Research Frontier

To evaluate the potential impacts of access restrictions on research topics and
directions, we develop a text-based measure of similarity to the research frontier.
For each academic field and year, we define the research frontier as all papers in the
top percentile of the citation distribution; representing the most innovative and
influential contributions within their respective fields. To identify the thematic
focus of these frontiers (Appendix Figure 2.D.1a), we use a topic modeling
approach. Topic modeling is an unsupervised machine learning technique, which
aims to identify latent themes in textual data, enabling the representation of
each text as a distribution over topics. Thus, unlike binary classifications, topic
modeling provides a nuanced representation of research content. Here, we use
the BERTopic algorithm introduced by Grootendorst (2022).

The topic modeling process involves two steps. First, we generate embeddings
– vector representations of textual data – for each abstract within the research
frontier. This is accomplished using the pre-trained multilingual language model
paraphrase-multilingual-MiniLM-L12-v2 (Reimers and Gurevych, 2019), which
produces 384-dimensional embeddings that effectively capture contextual rela-
tionships between words and supports over 50 languages. Second, embeddings
are clustered based on their proximity within vector space, with each cluster
representing a specific topic. The number of clusters, or topics, is determined
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by optimizing the model’s hyperparameters through cross-validation, aiming to
maximize the coherence score – a metric that evaluates the quality and inter-
pretability of the topics (Mimno et al., 2011). This process ultimately generates a
set of topics for each field and year, along with a topic distribution for each paper
in the research frontier, denoted by q⃗j. Collectively, the set of topic distributions
for all research frontier papers is represented as Q. The corresponding covariance
matrix, VQ, captures the interrelationships and substitutability among topics
within the research frontier.

To assess the similarity of other papers to the research frontier Q, we apply the
trained topic model to predict the topic distributions of previously unseen papers
within the same field and year (Appendix Figure 2.D.1b). We then calculate the
similarity between a paper’s topic distribution and that of the research frontier
using the Mahalanobis distance:

dM ≡ dM(x⃗i,Q) = 1
N1

∑
q⃗j∈Q

√
(x⃗i − q⃗j)′V−1

Q (x⃗i − q⃗j)

Here, x⃗i represents the topic distribution of an individual paper, Q represents the
set of topic distributions of all papers in the research frontier, and VQ captures
the substitutability of topics within the research frontier. For each paper, dM
quantifies its distance from the research frontier, with a one-unit increase in dM

corresponding to a one-standard-deviation divergence from the research frontier.
This distance equals zero when a paper’s topic distribution perfectly matches
that of the research frontier and grows quadratically as the divergence increases.

To analyze the alignment of research topics with the research frontier across
geographical units, we aggregate the paper-specific distances, dM , by field, sub-
national region, and year (Appendix Figure 2.D.1c). This aggregation provides
insights into how closely research topics in specific regions align with the global
research frontier. By using this measure as the outcome variable in our regression
analysis, we evaluate whether researchers in highly connected regions, compared
to those in less connected regions, move closer to the research frontier following
the launch of Sci-Hub.
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Figure 2.D.1: Construction of Topic Distance from Research Frontier

(a) Training

(> )

(b) Prediction

+

(c) Aggregation

+ +

Note: The figure provides a schematic representation of how field-specific topic distributions are constructed, as
outlined in Appendix Section 2.D.2. First, for each field and year, we train separate topic models using papers
from the top percentile of the citation distribution, representing the research frontier (Appendix Figure 2.D.1a).
These trained models are then applied to predict the topic distributions of all other abstracts published within
the same academic discipline and year (Appendix Figure 2.D.1b). Next, the Mahalanobis distance between the
topic distribution of each paper and the topic distribution at the research frontier is calculated. Finally, these
paper-specific topic distribution distances are averaged across sub-national units and years (Appendix Figure
2.D.1c).
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Chapter 3

Retrieving Organs, Losing
Motivation? The Response of
Medical Staff to Corruption News
(joint with Alida Sangrigoli, Giuseppe Sorrenti, and Gilberto Turati)

3.1 Introduction

Workers’ motivation and morale are essential for public sector performance, espe-
cially where incentives are primarily intrinsic rather than monetary. Motivation
and morale can be enhanced through opportunities for promotion (Finan, Olken
and Pande, 2017) or by highlighting the inherent value of public service missions
(Besley and Ghatak, 2005). Conversely, they can be negatively affected by issues
like non-meritocratic promotions, which can reduce productivity (Deserranno
and León Ciliotta, 2021), or the disclosure of workplace corruption, which can
demoralize workers.

This paper investigates how media coverage of corruption influences the behavior
of public sector workers. In particular, we focus on the behavior of non-medical
staff in Intensive Care Units (ICUs) involved in the organ procurement process.
Corruption is a global issue affecting various sectors, including healthcare (Vian,
2008). Examples of corrupt practices in healthcare include physicians accepting

∗ We thank Maddalena Totarelli and seminar participants at the ZEW Hospital Summer
Course 2021, the University of Pavia, and the Italian Health Economics Association (AIES)
2015 Conference for helpful suggestions on earlier drafts of this paper.
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bribes to favor specific drugs or equipment and manipulating waiting lists (Vigdor,
2020; Scepanovic, 2006).1

Corruption can have several direct effects, ranging from inefficient spending to
either bypassing bureaucratic obstacles (greasing the wheels) or increasing ineffi-
ciencies and costs (sanding the wheels).2 However, once exposed and publicized,
it can also generate indirect effects, such as lowering workers’ motivation and
morale or eroding trust among patients and citizens.3

We focus on two central research questions: Does media disclosure of corruption
scandals affect medical staff behavior in organ procurement? Does the response
vary based on the professional roles of those involved in the scandal?

We study the case of the Italian National Health Service (NHS), focusing on
two high-profile corruption scandals involving a hospital manager and a surgeon.
Within this framework, we analyze how media-driven perceptions of corruption
influence the behavior of medical staff working in Intensive Care Units (ICUs).
Following Bottan and Perez-Truglia (2015), our interest lies not in corruption
itself but in the impact of media coverage of corruption scandals.

The organ procurement process is an ideal setting to study these indirect effects
for several reasons. First, organ transplants – particularly kidney and liver
transplants – are cost-effective compared to alternative treatments (Mendeloff
et al., 2004; Jarl and Gerdtham, 2012). However, like many other countries,
Italy faces a significant shortage of organ donors (Becker and Elías, 2007).4 A
decline in the number of reported donors could be a negative indirect consequence
of corruption, with serious welfare implications for patients and their families.5

Second, organ procurement relies heavily on trust. A shock to perceived corruption

1 Bergman, Grennan and Swanson (2021) highlight the important role of physician-firm
interactions in hospitals’ procurement of medical devices.
2 For instance, Mironov and Zhuravskaya (2016) evaluate the efficiency of corruption in public
procurement, finding no evidence to support the “efficient grease” hypothesis.
3 A growing literature studies the impact of media and the behavior of individuals affected by
corrupt practices. Ferraz and Finan (2008) and Strömberg (2015) provide evidence of significant
effects on the electoral outcomes of incumbent politicians following disclosure of their corrupt
practices. Daniele, Aassve and Le Moglie (2023) suggest a long-term impact of corruption on
trust in institutions, which also affects voting behavior. Bottan and Perez-Truglia (2015) show
a significant decline in religious participation and charitable contributions following a clergy
abuse scandal in the United States. Enikolopov, Petrova and Sonin (2018) present evidence
that blog posts about corruption in state-controlled firms cause a significant decline in stock
performance of targeted companies in Russia.
4 Italy ranks among the top fifteen countries globally in terms of actual donors.
5 For instance, Jensen, Sørensen and Petersen (2014) find that kidney transplantation, by
eliminating the need for dialysis, yields an additional 2.8 quality-adjusted life years and saves
approximately EUR 30,000 per patient.
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could influence medical staff behavior by eroding trust and motivation. Third,
Italy has long been perceived as a country with high levels of corruption. In 2015,
it ranked 61st worldwide and second to last within the European Union (EU)
(Transparency International, 2015).

Our identification strategy builds upon the specific structure of Italy’s organ
procurement process. The initial stage of this process depends solely on the
effort of medical staff, enabling us to isolate their reaction to the disclosure
of corruption scandals. Nevertheless, the effort required in this process stage
is considerable and individual motivation is key to maximizing the probability
of converting potential donors into reported donors. Specifically, ICU medical
staff must first identify potential donors – patients at risk of evolving toward
brain death – and maintain them in a state between brain and clinical death
to preserve the possibility of organ transplantation. A legally deceased patient
with no medical contraindications and a confirmed brain death assessment by
the medical staff is classified as a reported donor. At this stage, no external
factors – such as family decisions or legal barriers – interfere with the medical
staff’s role. By contrast, the final stage of the process, which determines the
number of actual donors, i.e., deceased individuals whose organs are successfully
retrieved, is influenced by family consent and other external constraints. The
absence of such interferences in the earlier stage allows us to isolate the response
of ICU medical staff, measured through changes in the number of reported donors
following shocks to perceived corruption.

We focus on one of the most active regional Organ Procurement Centers in Italy,
located at Hospital ‘Molinette’ in Turin, which serves the Northwestern regions
of Piedmont and the Aosta Valley. Our choice is motivated by three key factors.
First, organ donation rates in these regions are among the highest in Italy. In
2014, Piedmont and the Aosta Valley reported 49.6 potential donors per million
people (pmp) and 28.8 actual donors pmp, well above the national averages of 39.4
potential and 23.2 actual donors pmp (Centro Nazionale Trapianti, 2014). Second,
in 2001–2002, ‘Molinette’ was at the center of two high-profile corruption scandals
that received extensive media coverage. One scandal involved the hospital’s
management, while the other directly implicated surgeons in the transplant
center. The distinct roles of those involved – management versus surgeons – allow
us to analyze potential differences in how medical staff respond to different types
of corruption. Third, Italy’s constitutional framework assigns healthcare policy
management to the regional level. As a result, the Organ Procurement Center at
‘Molinette’ operates independently within its regional jurisdiction.
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Our analysis relies on three newly compiled datasets. The first dataset includes
monthly information on potential, reported, and actual donors between 2001
and 2005 for hospitals in Piedmont and the Aosta Valley, where the scandals
occurred. Using hospitals as the unit of observation, we collect donor data at
the hospital-month level. To construct a counterfactual scenario, we assemble a
second dataset containing organ donation data from hospitals in two bordering
regions not affected by the scandals, namely Lombardy and Liguria. The third
dataset tracks media coverage of the corruption scandals. Since social media
was largely unavailable at the time, we measure public exposure to corruption
news by the number of newspaper articles covering the local healthcare sector.
To ensure robustness, we compile data from multiple newspaper outlets and
television broadcasts.

We evaluate the impact of corruption scandals on medical staff behavior using a
difference-in-differences (DiD) approach. Specifically, we compare regions exposed
to corruption scandals (Piedmont and the Aosta Valley) with unexposed bordering
regions (Lombardy and Liguria). Importantly, hospitals in control regions fall
under a different organ procurement jurisdiction, ensuring that their medical staff
should remain unaffected by the scandals. To measure media exposure intensity,
we use the number of newspaper articles covering the scandals, allowing us to
assess whether effects are greater in regions with more media coverage. The
validity of our DiD design rests on the parallel trends assumption that in the
absence of the scandals, organ procurement trends in affected and unaffected
regions would have evolved in parallel. We verify this assumption through an
event study analysis, confirming no pre-existing differences between affected and
unaffected hospitals.

Our baseline analysis finds that joint media coverage of the two corruption
scandals negatively affects the number of reported donors, though the overall
effect is small and statistically insignificant. However, the nature of the scandals
plays a crucial role in shaping medical staff behavior. The hospital management
case has no significant impact on reported donors, as ICU staff likely view it as
less relevant to their work. In contrast, the surgeon’s scandal has a significant
and substantial negative effect.

Although the impact is short-lived – lasting approximately five to ten months –
it is both sizable and robust across various empirical specifications. An increase
of ten monthly news articles on the surgeon scandal leads to a reduction of four
reported donors per month across affected hospitals. Over ten months, this
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amounts to approximately 35% fewer reported donors than would have been
expected in the absence of the scandal.

Furthermore, while media coverage had national reach, our analysis shows that
its effects were confined to hospitals within the Organ Procurement Center’s
administrative boundaries, though they extended beyond Turin, where the scan-
dals occurred. We hypothesize that the surgeon’s case elicits a stronger response
because ICU staff work closely with surgeons and share a professional mission,
making revelations of corruption within their ranks particularly demotivating.

We conclude our analysis by examining the potential impact of media coverage of
corruption scandals on opposition to donation and the number of actual donors
– defined as reported donors net of oppositions. Once medical staff identify a
reported donor, the final decision rests with the donor’s relatives, who must either
consent to donation or present an opposition unless the potential donor had
previously registered their willingness (or refusal) to donate organs. The analysis
reveals no significant effect of media coverage of corruption scandals on opposition
to donation.6 This absence of an effect suggests that decisions regarding organ
donation are primarily driven by moral and ethical considerations, which remain
largely unaffected by news of corruption scandals. This implies that the attitudes
and choices of potential donors and their families are informed decisions shaped
over time, making it unlikely – at least in the short term – to be influenced
by corruption-related media coverage. Our analysis of actual donors supports
this conclusion. Media coverage has a negative and statistically significant effect
on the number of actual donors when medical staff behavior is not accounted
for. However, once we control for the medical staff’s response – for instance, by
including predicted reported donors as a covariate – the estimated effect of media
coverage turns to a precisely estimated zero. This result confirms that while
medical staff behavior is sensitive to corruption scandals, non-medical opposition
to organ donation remains unaffected by such disclosures.

To rationalize the behavioral changes of medical staff, we outline a conceptual
framework considering three potential mechanisms: (i) medical staff motivation;
(ii) expected response by families of the deceased; (iii) peer pressure. A shock to
perceived corruption induced by media reporting of corruption scandals is likely
to undermine intrinsic motivation and morale and raise expected opposition by
families, all of which will imply a reduction in the number of reported donors

6 The analysis of oppositions accounts for the endogenous response of medical staff to media
coverage of corruption scandals.
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(via a reduction in the optimal effort by ICU staff). On the other hand, the
same shock will reduce the cost of resisting peer pressure, thereby increasing
optimal effort and the number of reported donors. While we cannot empirically
disentangle the contribution of each factor, our findings show that motivation
and expected opposition produce stronger impacts, at least in the short run, than
the reduction in peer pressure.

Relationship to the Literature Our work contributes to several strands of
literature. First, we contribute to the literature investigating physician behavior,
emphasizing preferences, productivity, and behavioral responses to different
incentives. As for preferences, one fundamental issue has been the study of intrinsic
(or public service or pro-social) motivation in addition to private self-interest. The
observation that physicians may have goals beyond maximizing their own utility
dates back to Arrow (1963). However, while several theoretical contributions
have adopted this assumption, it is only in the last decade that scholars have
started providing empirical evidence on altruistic motivation. A general result of
this literature is that intrinsic and extrinsic motivations characterize physicians.
However, they also exhibit considerable heterogeneity, making them no more
altruistic than the general population (Godager and Wiesen, 2013; Li, Dow and
Kariv, 2017; Li, 2018; Crea et al., 2019).

Second, Silver (2021) studies the impact of peer pressure on the productivity
of physicians in the context of Emergency Department care and shows that
the behavior of individual physicians is heavily affected by pressure from peers:
physicians are induced to work faster in faster peer-group environments; they
cut back on time they spend per each case to keep up with their colleagues.
As for incentives, given the importance of extrinsic rewards, it is unsurprising
that financial incentives improve physicians’ output, making them work harder
(Clemens and Gottlieb, 2014). Our paper provides evidence on the behavior of
medical staff working in Intensive Care Units, a setting similar to the Emergency
Department, where the productivity and effort of physicians are crucial for
outcomes, as is their intrinsic motivation. Furthermore, the Italian framework
analyzed in this study is characterized by a fixed wage and the absence of financial
incentives, which makes intrinsic rewards and peer pressure even more critical in
driving optimal effort.

Third, we contribute to the economic literature on organ donations. Despite
the importance of medical staff effort in terms of identifying and supporting
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reported donors emphasized by the medical literature (Thompson et al., 1995),
the economic literature has focused almost exclusively on how institutional changes
in the default choice or the allocation rules can improve the supply of organs
(Johnson and Goldstein, 2003; Abadie and Gay, 2006; Kessler and Roth, 2012;
Li, Hawley and Schnier, 2013). In discussing allocation rules, economists have
also argued in favor of using incentives (especially financial incentives) to reduce,
or even eliminate, the supply shortage (Becker and Elías, 2007; Howard, 2007;
Thorne, 2006; Byrne and Thompson, 2001; Kaserman and Barnett, 2002). Roth
(2007) explores how moral constraints can prevent the use of market incentives in
the allocation of organs, while Elías, Lacetera and Macis (2015, 2019) provide
experimental evidence on how information can modify moral attitudes. Recently,
Akbarpour et al. (2020) have proposed and discussed a new matching algorithm
to eliminate timing constraints in kidney exchange. Our paper contributes to
the economic literature on organ donations by emphasizing the role of medical
staff effort in influencing the supply of organs. We show that salient information
on colleagues’ behavior within the health care system substantially affects the
supply of organs.

Fourth, we contribute to the literature by studying the impact of news on health
outcomes and patients’ perceptions. The role of media in shaping health-related
behavior and outcomes is getting more and more attention nowadays. For instance,
Ash et al. (2021) show that skeptical media narratives during the COVID-19
pandemic negatively affected individuals’ health-related behavior. The role of
media on organ donations has been discussed so far only by a strand of the
medical literature focusing on how media reporting affects people’s perception of
transplants (Feeley and Vincent III, 2007; Morgan et al., 2007; Harbaugh et al.,
2011). This literature provides evidence of the potential role of newspapers and
entertainment television in shaping negative public attitudes and beliefs about
organ donation through sensationalist and exaggerated reporting.7 Corruption
and other unethical behaviors disclosed by media can also undermine citizens’ trust
in public health care (Radin, 2013; Alsan and Wanamaker, 2018). Concerning this
literature, the key innovation of our work is to provide heterogeneous estimates on
the reduction of workers’ motivation when they discover a colleague or a hospital
manager is corrupt. Additionally, we find that individual and family opposition

7 This literature labels the negative influence of media on organ donations as the “Panorama
effect.” The expression originates from a 1980 BBC TV broadcast titled “Panorama” meant
to question the validity of “brain death” criteria. Public outrage over this show in the United
Kingdom was widespread, and sudden drops in organ donations followed. More than one year
was needed for the adverse effects to be completely reabsorbed (Matesanz, 1996).
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to organ donations do not respond to corruption scandals, suggesting that organ
donation is an informed choice that has matured over time.

3.2 Background

We investigate whether media coverage of corruption influences the behavior of
ICU medical staff. In this section, we provide essential background information on
two main issues: the organ procurement process involving medical staff working in
ICU to help identify the outcome of their work; the corruption scandals generating
important waves of media reporting, which may affect perceived corruption by
medical staff.

3.2.1 The Process of Organ Procurement in Italy

The Italian system of organ procurement is part of the NHS. The NHS is a universal
public scheme for providing health care to citizens. As in other countries, such
as Spain, the NHS gives regional governments a key role in managing resources
at the local level (Turati, 2013). Although the framework legislation is defined
at the country level, the organ procurement system is highly decentralized. It
largely relies on regional Organ Procurement Centers to manage organ donation,
retrieval, and transplant. This complex procedure involves delicate technical
steps where a single mistake can jeopardize the outcome.

Figure 3.1 describes the main stages of turning a critically-ill patient into an
organ donor.8 The first step of the organ procurement process is the identification
and constant monitoring by ICU medical staff of all patients who are irreversibly
losing their brain functions; we refer to these individuals as potential donors
(Step 1).9 When brain death occurs, the anesthetist in charge of the patient must
inform the hospital’s health manager of the diagnosis and initiate an observation
procedure of at least six hours, normally followed by a confirmation given by a
medical board of the death status (Step 2). This process, independent of the

8 The reconstruction of the organ procurement process is based on Venettoni (2007) and
Regione Lazio (2008).
9 Brain or encephalic death is the “irreversible cessation of cerebral and brain stem function
characterized by absence of electrical activity in the brain, blood flow to the brain, and brain
function as determined by clinical assessment of responses. A brain-dead person is dead,
although his or her cardiopulmonary functioning may be artificially maintained for some time
(World Health Organization, 2009).”
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donation, is intended to certify a patient’s death from a legal point of view. A
deceased person with no medical contraindications to donation and whose brain
death has been assessed becomes a reported donor (World Health Organization,
2009). The ICU specialist and/or the local coordinator of the hospital must
report to the regional Organ Procurement Center of reference all the information
available on the reported donor. This step should be done as soon as possible to
avoid deadlocks in the process, to minimize the risk of both organ deterioration
and clinical death (which occurs when the heart stops beating), and to allow the
Organ Procurement Center to promptly consult with the allocation lists (Step
3). During this stage, it is essential to carefully monitor patients via mechanical
ventilation and other life support measures to prevent organ deterioration that
might originate from cardiac arrest. The maintenance of the reported donor
requires an active role and an intensive effort from all involved staff, especially
the anesthetists working in the ICU. Staff motivation is crucial during the period
between brain death and legal certification, leading up to the potential transplant.
To convert a reported donor into an actual donor, medical personnel must conduct
two different evaluations. The first is a legal evaluation that aims to ascertain
consent to donation (Step 4). In the absence of the patient’s expressed will, it is
up to the family to give or deny consent to donation. If the deceased is a ward of
the state, judicial permission must be obtained. In addition, a clinical evaluation
must be carried out to assess the suitability of the potential donor to donate and
the functionality of organs (Step 5). If there is no opposition by the patient or
the relatives and the patient is clinically suitable for donation, the medical staff
proceeds with organ retrieval. The patient becomes an actual donor.10 Finally,
a transplant can involve more than one organ; hence an actual donor usually
benefits more than one patient on the waiting list.

3.2.2 The Corruption Scandals

To measure the impact of media reporting on perceived corruption and its effect
on reported donors, we start from data and results in Le Moglie and Turati
(2019). The authors provide a map of corruption episodes related to the health
care sector reported in the news at the regional level during the last twenty

10 The precise definition of an actual donor is: “A deceased or living person from whom at least
one solid organ or part of it has been recovered for transplantation (World Health Organization,
2009).” Here, we are considering just cadaver donations. Notice that, despite being allowed
by Law 458/1967, kidney donations from living persons are pretty rare in Italy (Frascà et al.,
2009).
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Figure 3.1: The Process of Organ Procurement in Italy

Reported
Donors

Actual
Donors

Medical
Judgement

Opposition
to Organ
Donation

Potential
Donors

1. Donors identification and monitoring

Health personnel in ICUs identify and moni-
tor patients in potential evolution toward brain
death.

2. Brain death diagnosis, assessment, and
certification

Brain death is always diagnosed when there is
an irreversible cessation of all brain function,
independently of organ donation. It follows an
observation period of at least 6 hours to assess
the persistence of the state of the death, which
ends with death certification.

3. Report to the reference coordination cen-
ter

The intensive care specialist and/or the local
coordinator promptly report potential donors to
the regional or interregional coordination center,
which will proceed to consult the allocation lists.

4. Legal evaluation of the donor: detection
of consent

In the absence of the patient’s expressed will,
consent to donation is asked for from the family.
Permission of the judicial authority is needed in
case the potential donor is a ward of the state.

5. Clinical evaluation of the donor

A clinical evaluation has to be carried out in
order to determine the suitability of the potential
donor to donate and the functionality of the
single organs.

Note: This figure depicts the sequential stages of the organ procurement process, beginning with the identification
of potential donors in the intensive care unit (ICU) and concluding with the clinical evaluation of donor suitability.
Critical decision points include the assessment of medical eligibility, the determination of legal consent, and
potential opposition to donation. Dashed lines indicate stages where procedural delays or complications may
occur, whereas solid arrows indicate the standard progression through the process.

years. According to this study, most episodes refer to petty corruption cases,
with one article at most reported in the news. However, two cases stand out
as those with the highest coverage. Both hit the regional health care system
in Piedmont and the Aosta Valley, two regions located in the North West of
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Italy (see Figure 3.B.1).11 The two cases involved the Hospital ‘Molinette’ in
Turin, the biggest in Piedmont and the third-largest nationwide. The Hospital
‘Molinette’ hosts the Regional Procurement Center serving Piedmont and the
Aosta Valley. The scandals involved high-level personnel within the hospital
and allow a comparison between two different episodes: an episode of corruption
involving a hospital manager and another episode directly involving surgeons.

News about the scandals made media headlines at local and national levels. The
first scandal broke out in December 2001 (Figure 3.2), when the hospital CEO
Luigi Odasso was caught accepting bribes in his office. In January 2002, Odasso
was accused of favoring a patient on a waiting list for a kidney in exchange for
bribes. Although the corruption targeted transplant activities, the events did not
directly involve the specific units responsible for organ donations or any hospital
medical staff. In November 2002, Hospital ‘Molinette’ again came under scrutiny
due to a new corruption scandal. Michele Di Summa, a well-known heart surgeon
in charge of the regional Heart Transplant Center, was accused of accepting large
sums in exchange for using cardiac valves supplied by For.Med Padova (which
sold Brazilian valves produced by the company Tri Technologies) and Ingegneria
Biomedica (which sold locally produced devices). Also, in this case, the media
highly covered the news. Figure 3.3 displays the front page of ‘La Stampa’ on
November 5, 2002; the main article is about the corruption scandal involving Di
Summa.12 When defects were found in some of these valves, particularly those
produced by the Brazilian company, Di Summa and his colleague Poletti were
arrested. Charges leveled against Di Summa accused him of being well aware of
the Brazilian valves’ defects and failing to immediately deliver to the Ministry of
Health the list of receiving patients following the ministerial decision to withdraw
the valves from the market. The Brazilian valves were believed to cause the death
of patients with the valve implanted. However, later judges ascertained that this
was not the case. Nevertheless, the scandal had strong resonance at the regional
and national levels and, as reported in Section 3.4, was intensively covered by
local and national media.

11 Despite being separated since 1948, when the Aosta Valley gained its special statute, the
two regions were and still are closely connected. For instance, from an administrative point of
view, municipalities in the Aosta Valley were part of the province of Turin before the special
statute endorsed regional autonomy. Still, nowadays, many people move from and to Piedmont
for daily commuting. Moreover, many patients from the Aosta Valley seek care in Piedmont,
especially in Turin, as the city is known for its highly specialized hospitals and is only 120
kilometers from Aosta.
12 ‘La Stampa’ is the most-read newspaper in Piedmont and Aosta Valley. Section 3.3 will
provide more details on newspaper diffusion across the Italian territory.
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Figure 3.2: Newspaper Coverage of CEO Scandal

Note: The figure shows an article covering the CEO corruption scandal. Source: ‘La Stampa’ – December 20,
2001. Title: Arrested While Cashing In a 15 Billion Bribe.
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Figure 3.3: Newspaper Coverage of Surgeon Scandal

Note: The figure shows an article covering the surgeon corruption scandal. Source: Front page of ‘La Stampa’ –
November 5, 2002. Title: Turin, Two Heart Surgeons Behind Bars for Receiving Bribes.



174 | 3. Retrieving Organs, Losing Motivation?

3.3 Data

We construct a new data set based on several sources of information. First, to
conduct counterfactual analyses, we focus on the geographical area where the
scandals took place – i.e., the two regions of Piedmont and Aosta Valley – and
the two bordering regions of Lombardy and Liguria. Figure 3.B.1 shows a map
of Italy with the location of the regions analyzed in this study.

We start by collecting information on the number of reported and actual donors
provided by the three relevant regional Organ Procurement Centers for Piedmont
and the Aosta Valley, Lombardy, and Liguria. Data are collected at the hospital
level and monthly to cover the period from 2001 to 2005 spanning both the pre-
and post-scandals periods.

To capture media coverage of corruption scandals, we retrieve the number of
articles published by the two daily newspapers ‘La Stampa’ and ‘Il Corriere della
Sera.’13 Figure 3.4 motivates the choice of these two newspapers by representing
market shares for the five leading Italian daily newspapers. Figure 3.4-a shows
newspaper circulation in the two regions directly affected by the scandals. Fig-
ure 3.4-b focuses on bordering regions. Finally, Figure 3.4-c depicts the national
newspaper circulation. Two facts are striking. At the national level, the five
newspapers report coverage rates between 3 and 11 percent, with the highest
share observed for ‘Il Corriere della Sera.’ In Piedmont and the Aosta Valley,
‘La Stampa’ is the absolute market leader with a share of around 50 percent. It
represents one out of two newspapers distributed and read across the regions hit
by the corruption scandals of interest for this study. The newspaper ‘Il Corriere
della Sera’ is the market leader in the bordering regions of Lombardy and Liguria.
This evidence suggests using ‘Il Corriere della Sera’ and ‘La Stampa’ to proxy
media coverage. We use different keywords to browse the online archives. In
particular, we consider the words ‘Odasso’, ‘Di Summa’, and ‘heart valves’ to
obtain the monthly number of articles about the two corruption cases. We deal
with possible concerns underlying the choice of the two specific newspapers. First,
to consider differences in the circulation of the two newspapers, we construct a
province-specific weighted average of the number of articles in ‘La Stampa’ and
‘Il Corriere della Sera.’ The coverage rate for each newspaper at the local level is

13 We also consider the provincial editions of ‘La Stampa’ to ensure provincial variation in the
number of news. The newspaper includes a national section throughout Italy, a regional section
common to Piedmont and the Aosta Valley, and a specific provincial section for each province.
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Figure 3.4: Newspaper Coverage in Italy
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(b) Bordering Regions
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(c) National Level
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Note: The figure shows newspaper circulation in Italy disaggregated across the five largest newspaper outlets.
Sports newspapers are excluded from the analysis. Affected regions include Piedmont and the Aosta Valley.
Bordering regions include Lombardy and Liguria. Data for bordering regions for 2005 are missing. In constructing
the weighted number of newspaper articles we impute the 2005 data by the mean of the preceding four years.

used as a weight.14 Second, we test the robustness of our findings with the use of
alternative sources of information. In particular, we collect news coverage of both
scandals broadcasted by the Telegiornale Regionale (TGR), the regional daily TV
news.15 Table 3.1 reports the correlation between the number of articles or news
concerning the surgeon at the Heart Transplant Center (Surgeon Scandal) and
the number of articles or news on the case of corruption involving the Hospital
‘Molinette’ CEO (CEO Scandal). The high level of correlation between different

14 All results in the following analyses are robust to using the raw number of articles instead of
the weighted number.
15 Information about corruption cases with a strong geographical connotation is usually discussed
in the regional daily TV news. The regional daily TV news is transmitted by the national
television channel Rai 3, which turns into a regionally differentiated broadcast for the TGR
three times per day. Notice that our focus on two traditional media, like newspapers and TV
news, is justified by the fact that the share of people using the internet was between 27 percent
in 2001 and 35 percent in 2005, and social media were largely unknown.
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sources of information displayed in the table reinforces the idea that the choice
of the source of information is likely to be free of concerns in our framework.
Table 3.2 reports summary statistics for all the variables in our sample.16 The

Table 3.1: Correlation Matrix for Different Sources of News

La Stampa Corriere Weighted TV News

(1) (2) (3) (4)

Panel A: Coverage of Surgeon Scandal

La Stampa 1
Corriere 0.851*** 1
Weighted 0.955*** 0.848*** 1
TV News 0.675*** 0.899*** 0.692*** 1

Panel B: Coverage of CEO Scandal

La Stampa 1
Corriere 0.851*** 1
Weighted 0.955*** 0.848*** 1
TV News 0.675*** 0.899*** 0.692*** 1

Note: This table shows the pairwise correlation of coverage of corruption scandals by different newspapers
and media outlets. The weighted number of newspaper articles is constructed by weighting newspaper articles
related to the scandals according to the market share shown in Figure 3.4. *** p < 0.01, ** p < 0.05, * p < 0.1.

information is collected monthly from 2001 to 2005 for all the 22 spoke hospitals
of the Organ Procurement Center, which is the hub of the system in Piedmont
and the Aosta Valley (affected regions). In addition, the same data are collected
for the 50 spoke hospitals of the Organ Procurement Centers in Lombardy and
Liguria (bordering regions). The average number of reported donors for each
hospital in the affected regions is 0.73 per month, higher than the value of 0.55
observed for the bordering regions. The average number of articles on the surgeon
scandal is 1.53 per month over the whole period, with a standard deviation of 5.5
underlying the variation over time in the coverage of the scandal. Similarly, in
the period covered by our analysis, we observe about 1.64 articles per month on
the CEO scandal, with a standard deviation of 6.4. As for newspaper circulation,
there are more than 50 copies of ‘La Stampa’ per 1,000 inhabitants in the affected
regions compared to about six copies in bordering regions. The picture is different
for ‘Il Corriere della Sera,’ with about 4.7 copies per 1,000 inhabitants in affected
regions and approximately 37.3 copies per 1,000 inhabitants in bordering regions.

16 In Appendix Tables 3.A.1 and 3.A.2 we present descriptive statistics differentiating regions
exposed to corruption scandals and unexposed bordering regions before and after the corruption
scandals.
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Table 3.2: Descriptive Statistics

Affected Regions Bordering Regions

Mean SD Mean SD Difference
(1) (2) (3) (4) (5)

Organ Donations
Reported Donations 0.733 1.125 0.546 1.121 0.267***
Opposed Donations 0.214 0.500 0.110 0.389 0.200***
Actual Donations 0.470 0.816 0.379 0.841 0.050***

Newspaper Coverage (# Articles)
Surgeon Scandal 1.529 5.532 0.994 3.331 2.052***
Surgeon Scandal (3-Month Avg.) 1.581 4.458 1.027 2.676 2.124***
CEO Scandal 1.637 6.406 1.261 3.979 1.774***
CEO Scandal (3-Month Avg.) 1.686 5.618 1.302 3.439 1.822***

Newspaper Circulation (per 1,000 inhabitants)
La Stampa 51.389 11.552 6.676 12.967 61.167***
Il Corriere Della Sera 4.710 1.040 37.329 73.353 -5.875***

Observations 1,320 3,000
Hospitals 22 50

Note: This table shows descriptive statistics for the sample analyzed in this study. The difference reported
in Column (5) is the coefficient obtained by regressing an indicator for affected regions on each variable,
controlling for year, month, and hospital fixed effects. Significance levels are constructed from bootstrapped
(1,000 replications) and wild clustered standard errors at the hospital level. *** p < 0.01, ** p < 0.05, * p < 0.1.

Figure 3.5 provides a first descriptive analysis of the possible relation between the
total number of reported donors (black line) and the media coverage of the two
corruption cases for both the affected (Figure 3.5-a) and bordering (Figure 3.5-b)
regions. Despite the erratic trend, the analysis of affected regions displays three
different periods.17 A stable average level of reported donors characterizes a
first period starting from January 2001. The onset of the case of corruption
involving the Hospital ‘Molinette’ CEO (first vertical gray line) does not imply
changes in reported donors. The second period started in November 2002 (second
vertical gray line), at the onset of the scandal involving the surgeon Di Summa.
Contemporaneously with the media coverage of this case (yellow line), the average
number of reported donors decreases. Moreover, peaks in the number of articles
are usually coupled with peaks of opposite signs in the number of reported donors
– e.g., November 2002 and, vice versa, May 2003. The third period, starting
from August 2003, is characterized by levels of reported donors closer to (or even
higher than) those registered in the period before November 2002. Figure 3.5-b
seems to support the intuition of our identification strategy as it displays a stable
(erratic) trend over the analyzed period for regions not directly affected by the

17 The erratic trend reflects the low frequency of reported donor events.
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scandals. This stability suggests a negligible impact of corruption news when this
news involves other regional healthcare systems.

Figure 3.5: Media Coverage and Reported Donors

(a) Affected Regions
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(b) Bordering Regions
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Reported Donors Surgeon Articles CEO Articles

Note: The figure shows the number of reported donors (solid black line) and the weighted number of newspaper
articles related to the surgeon (yellow) and CEO (green) corruption scandals in affected and bordering regions.
The weighted number of newspaper articles is constructed by weighting the provincial number of newspaper
articles on both scandals by the respective yearly newspapers market shares shown in Figure 3.4. The first
vertical dashed line refers to the occurrence of the CEO scandal, while the second vertical dashed line marks the
occurrence of the surgeon scandal.

3.4 Empirical Strategy

As explained in Section 3.2.1, the organ procurement process depends on ICU
staff to identify and monitor potential donors. Perceived corruption may affect
this task by reducing intrinsic motivation or dampening morale. To assess its
impact on staff behavior, we employ a difference-in-differences (DiD) design. We
assume that media reports on corruption scandals influence perceived corruption.
Hospitals in Piedmont and the Aosta Valley are designated as “affected regions”,
while those in Lombardy and Liguria serve as the control group. Based on this
logic, we implement a DiD model of the following form:

Donorsht = αh + αt+
+ β1 Art. CEOp(h)t + β2 Art. Surgeonp(h)t

+ β3 Art. CEOp(h)t · Affectedh + β4 Art. Surgeonp(h)t · Affectedh (3.1)
+ Xp(h)tγ + εht,



3.4. Empirical Strategy | 179

Donorsht denotes the monthly number of reported organ donors identified by ICU
staff at hospital h in period (month-year) t. We proxy perceived corruption using
the number of newspaper articles covering two scandals at Hospital ‘Molinette’
between 2001 and 2005. Art. CEOp(h)t represents the weighted number of articles
in province p(h) at time t related to the CEO scandal, while Art. Surgeonp(h)t

captures the coverage of the surgeon scandal. We consider the number of articles
on either scandal as a shifter for the effort of ICU medical staff.

Affectedh is a binary variable equal to one if hospital h is located in Piedmont
or the Aosta Valley. Xp(h)t is a vector of control variables, including population,
newspaper circulation at the provincial level, and hospital-specific time trends.
To account for unobserved factors, the model includes hospital, αh, and time
fixed effects, αt.18 Standard errors are clustered at the hospital level.

Our primary focus is on β3 and β4, which capture the differential effect of weighted
monthly media coverage of the CEO and surgeon scandals on ICU staff behavior
in affected regions relative to bordering regions. Section 3.5.2 discusses the
estimators’ vulnerability to staggered treatment adoption and introduces adjusted
estimators to address this issue.

Identifying Assumption The validity of our DiD specification relies on the
assumption that in the absence of any scandal, organ procurement in affected
and bordering regions would have evolved in parallel. To empirically assess this
“parallel trend” assumption, we complement our model with an event-study design.
Specifically, for each scandal, we estimate:

Donorsht = αh + αt

+
b∑

τ=a
τ ̸=0

βτ Affectedh · 1{t = Start of Scandal + τ} (3.2)

+ Xp(h)tγ + εht,

where 1{t = Start of Scandal + τ} is an indicator equal to one if period t is τ
months from the onset of the respective scandal. The parameters a and b define
the event window around the scandal, representing the number of months before

18 No within-hospital staff changes were observed during the sample period.
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and after its occurrence.19 All other variables remain as previously defined. As
before, we cluster standard errors at the hospital level.

Our main variables of interest are the set of coefficients {βτ}bτ=a that allows to
dynamically evaluate how organ procurement in affected regions evolved relative
to bordering regions.

We estimate this specification separately for each scandal. First, Figure 3.6a
presents event-study estimates for the CEO scandal. The results show no signif-
icant pre-treatment differences between treated and control regions. A formal
F-test on the joint significance of all pre-treatment coefficients yields a p-value of
0.19, suggesting that organ procurement trends were similar across groups prior
to the CEO scandal. Second, Figure 3.6b presents the event-study estimates for
the surgeon scandal. As with the CEO scandal, the figure suggests that hospitals
in both treated and control regions followed similar organ procurement trends
before the onset of the surgeon scandal. To formally test this, we conducted a
joint F-test on the hypothesis that all pre-treatment coefficients are zero. The
test returned a p-value of 0.91, indicating no evidence of pre-treatment differences
between treated and control regions.

In contrast, the post-treatment coefficients confirm the graphical evidence in
Figure 3.5. Following the surgeon scandal, the number of reported donors
experienced a statistically significant decline, lasting approximately ten months.

Additionally, Appendix Figure 3.B.3 presents a joint event study using the CEO
scandal as a reference point. The results further reinforce our findings.20

19 For both scandals, we set a = −6 to ensure a sufficiently long pre-period for assessing parallel
trends. For the CEO scandal, we choose b = 10 to prevent overlap with the event window of
the Surgeon scandal, while for the latter, we set b = 15.
20 The presence of two distinct treatments diverges from standard event-study frameworks,
which typically assume an absorbing treatment status and do not account for multiple treatments.
However, we are still likely to recover consistent estimates as our previous analysis finds no
significant effect of the CEO scandal and only short-lived changes following the surgeon scandal.
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Figure 3.6: Event-study Estimates
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Note: The figure displays point estimates and 95 percent confidence intervals on the effect of the Surgeon
scandal on the number of reported donors. All estimates are based on the regression model in Equation (3.2).
Standard errors are clustered at the hospital level.
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3.5 Results

In this section, we present the key findings on the relationship between media
coverage of organ scandals and subsequent organ donation rates.

3.5.1 Baseline Estimates

Table 3.3 displays estimates of Equation (3.1). Columns (1)–(3) report OLS
estimates, and Columns (4)–(6) report Poisson regression estimates to take into
consideration the count data nature of our dependent variable. Columns (1) and
(4) include population and newspaper circulation control variables. Columns (2)
and (5) are augmented with hospital, month, and year fixed effects. Columns (3)
and (6) also include month-hospital fixed effects. Standard errors are bootstrapped
with 1,000 replications and wild clustered at the hospital level. Our primary
interest lies in the interaction terms between the number of articles on each specific
corruption case and the indicator variable for affected regions versus bordering
regions. Panel A reports estimates for the effect of the aggregate number of
articles about the two corruption scandals on the number of reported donors. OLS
estimates in Columns (1)–(3) show that the effect of the total number of articles
is always negative. However, the negative effect is small (between 0.002 and
0.004) and statistically non-significant. Interestingly, despite using very different
sets of control variables, the magnitude of the coefficients is remarkably similar
across specifications. Poisson estimates in Columns (4)–(6) yield similar results.

Panel B reports estimates considering the news on the two corruption cases
separately. OLS estimates highlight at least three important results. First,
different scandals display different effects on reported donors. On the one hand,
the interaction coefficient capturing the effect of the number of articles on the
case involving the surgeon is always negative, sizeable, and statistically significant.
In affected regions, an additional article covering the specific case of corruption
induces a drop in the number of reported donors by 0.015-0.018 units with respect
to unaffected (bordering) regions. On the other hand, there is no effect on
reported donors of the number of articles on the case involving the CEO. The
interaction coefficient is close to zero and statistically non-significant. Second,
results do not change with Poisson regression models in Columns (4)–(6). The
estimates suggest the same negative sign for the interaction coefficient regarding
the number of articles about the surgeon corruption case. The number of articles
about the CEO case does not play any role in affecting reported donors. Third,
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Table 3.3: Reported Donors: Difference-in-Differences Estimates

Dependent Variable: Number of Reported Donors

OLS Model Poisson Model

(1) (2) (3) (4) (5) (6)

Panel A: Total Number of Articles

Total Articles -0.002 -0.004 -0.004 -0.003 -0.006 -0.005
(0.003) (0.003) (0.003) (0.004) (0.004) (0.004)

Observations 4,320 4,320 4,320 4,320 4,320 4,320
Control Mean 0.546 0.546 0.546 0.546 0.546 0.546

Panel B: Disaggregated Number of Articles

Surgeon 0.002 0.001 0.000 0.004 0.002 0.000
(0.004) (0.005) (0.005) (0.006) (0.008) (0.009)

Surgeon × Affected -0.015** -0.018** -0.016** -0.028** -0.034*** -0.031***
(0.006) (0.007) (0.007) (0.012) (0.011) (0.010)

CEO 0.001 -0.001 -0.002 0.002 -0.001 -0.002
(0.004) (0.004) (0.005) (0.007) (0.008) (0.008)

CEO × Affected 0.002 0.002 0.003 0.001 0.001 0.003
(0.006) (0.005) (0.006) (0.008) (0.007) (0.008)

Observations 4,320 4,320 4,320 4,320 4,320 4,320
Control Mean 0.546 0.546 0.546 0.546 0.546 0.546

Controls ✓ ✓ ✓ ✓ ✓ ✓

Fixed Effects
Hospital - ✓ ✓ - ✓ ✓
Month - ✓ ✓ - ✓ ✓
Year - ✓ ✓ - ✓ ✓
Month × Hospital - - ✓ - - ✓

Note: This table shows the DiD estimates of the effect of the media coverage of the CEO and surgeon
scandals on the number of reported donors. The dependent variable is the number of reported donors at the
hospital-month-year level. The weighted number of newspaper articles is constructed by weighting the provincial
number of newspaper articles on both scandals by the respective yearly newspapers market shares shown in
Figure 3.4. Affected regions include Piedmont and Aosta Valley. Specifications in Columns (1)–(3) are estimated
using OLS, and Columns (4)–(6) are estimated as Poisson regression models. In Columns (1)–(6) we include
controls for population and newspapers circulation. In Columns (2) and (5), we additionally include year, month,
and hospital fixed effects. In Columns (3) and (6), we additionally interact month and hospital fixed effects.
Bootstrapped (1,000 replications) and wild clustered standard errors at the hospital level are in parentheses. ***
p < 0.01, ** p < 0.05, * p < 0.1.

as suggested by the similarity of point estimates across Columns, results are
insensitive to including different sets of control variables in the model.21

21 Appendix 3.C reports results of a very simple introductory analysis on our data based only
on affected regions, Piedmont and Aosta Valley. All the results discussed in this section are
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The evidence is further bolstered by the two event studies. When considering
the CEO case, Figure 3.6a demonstrates the absence of relevant effects during
the post-treatment period. Conversely, for the surgeon scandal, Figure 3.6b
showcases an average decrease of 0.32 in reported donors over a ten-month
timeframe compared to hospitals in the control regions during the post-treatment
period.

To better discuss the effect size underlying our analysis, we graphically visualize
the results in Figure 3.7. Specifically, to evaluate the total loss in reported donors
implied by media coverage of corruption news and the subsequent behavioral
responses by the medical staff, we define a counterfactual scenario in which the
scandal would not have happened. The counterfactual scenario is defined by
setting estimates for the effect of the number of articles on each corruption scandal
to zero.22 In the second step, we deduct the actual number of reported donors
from the predicted number of reported donors under the counterfactual scenario.
Figure 3.7 plots the corresponding aggregated time series. In Figure 3.7-a we
analyze the case of the CEO scandal in affected regions. In Figure 3.7-b, we
analyze the case of the surgeon scandal in affected regions. The graphical analysis
displays several important results. First, the CEO scandal (first vertical line)
does not imply reported donors’ responses. This is true for both affected regions
(Figure 3.7-a) and, as expected, for bordering regions (Appendix Figure 3.B.2-a).
On the contrary, considering Figure 3.7-b, the second vertical line corresponding
to the surgeon scandal anticipates a sizeable drop in reported donors in affected
regions. The drop lasts 5 to 10 months from the onset of the surgeon’s case
of corruption. The yellow-shaded area makes up the aggregate loss in reported
donors implied by the corruption scandal involving the surgeon. Compared to
the counterfactual scenario with no scandal, the medical staff reported roughly
50 fewer donors (about 22 in the first five months). This number corresponds
to about 35 percent of the number of reported donors that Piedmont and Aosta
Valley registered in the same 10-month time period right before the outbreak of
the scandal. Bordering regions do not display any particular effect following the
outbreak of the surgeon scandal (Appendix Figure 3.B.2-b).

substantially confirmed. Remarkably, the magnitude of the effect is similar. OLS coefficients
imply a drop of 0.015-0.016 in the number of reported donors for one more article on the surgeon
case. In contrast, the coefficient for the CEO case is never statistically significant. Table 3.A.4
re-estimates baseline models using TV news to measure perceived corruption. Results are
insensitive to the source of news.
22 For instance, to simulate the counterfactual scenario in the absence of the surgeon case, we
set the coefficients β2 and β4 in Equation (3.1) to zero.
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Figure 3.7: Counterfactual Effects by Time: Affected Regions
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Note: The figure depicts actual and counterfactual reported donors across time for the case of affected regions.
The counterfactual is constructed by predicting reported donors using the estimates from Table 3.3, Column (2)
and by setting to zero the coefficient for the number of articles on the surgeon case. The time series on reported
donors results from averaging the hospital level data in the affected regions by year-month and subsequently
centering it around the onset of the surgeon scandal.

Overall, these results support the interpretation of the scandal as an exogenous
shock affecting only those hospitals operating within the administrative boundaries
of the two regions directly involved in the scandals and rule out the possibility of
a common – e.g., at the national level – perception shock influencing the number
of reported donors in the two analyzed regions.



186 | 3. Retrieving Organs, Losing Motivation?

3.5.2 Robustness Checks

We now conduct several robustness checks to support our main findings.

Distance to Border We test our estimates’ robustness to different sample
restrictions. Up to now, all the hospitals in affected and bordering regions
have been included in the analysis. As a first robustness test, we restrict the
sample used in the DiD analysis to “neighboring” hospitals located on each side
of the regional borders separating affected and unaffected regions. This test
sheds additional light on the spatial dimension of the effects of corruption news.
Table 3.4 reports the estimates of Equation (3.1) with the sample restricted to
those hospitals within a certain distance from the border. Column (1) is based
on a 150 km cutoff and replicates the full sample of the baseline analysis, making
clear the relatively small size of the geographical area under study. Column (2)
restricts the sample to hospitals within 120 km from the border, Column (3)
restricts this distance to 90 km, and Column (4) further restricts the distance to
60 km.23 The analysis confirms that, in affected regions, CEO-related articles
have no impact on reported donor numbers. Conversely, results reveal that the
point estimate for the impact of the surgeon corruption scandal remains similar in
magnitude and significance when shrinking the sample only to include hospitals
close to the border. The drop in sample size in Column (4) makes the coefficient
smaller and less precise. Overall, the stability of the coefficients suggests that
the administrative border of the treated regions bounds the response of medical
staff. This likely reflects the institutional setup of Italy’s NHS: with the health
care systems managed by regional governments, corruption news about cases that
occurred in a specific region are only informative about that specific region and
do not spill over to other regions or jurisdictions.

Scandals Epicenter Table 3.5 provides a second test for the spatial dimension
of our findings. Specifically, we verify whether the effect implied by corruption
scandals is mostly driven by the hospital directly hit by the scandal (Hospital
‘Molinette’) or it is also visible for other hospitals operating as spokes of the same
regional coordination center. The Hospital ‘Molinette’ is the largest center for
organ donations in the Piedmont and Aosta Valley area, with a monthly average
of reported donors of 2.7 units; it also hosts the regional coordination center. The

23 Sample size gets considerably smaller for further restrictions in terms of the distance to the
border.
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Table 3.4: Estimates by Distance to Border

Dependent Variable: Number of Reported Donors

(1) (2) (3) (4)

Surgeon 0.001 0.001 0.001 0.003
(0.005) (0.005) (0.005) (0.006)

Surgeon × Affected -0.018** -0.017*** -0.018*** -0.009
(0.007) (0.007) (0.007) (0.019)

CEO -0.001 -0.001 -0.001 -0.005
(0.004) (0.004) (0.005) (0.006)

CEO × Affected 0.002 0.002 0.002 -0.008
(0.005) (0.005) (0.005) (0.009)

Observations 4,320 4,140 4,020 2,880

Distance to border in km < 150 < 120 < 90 < 60

Number of Hospitals
Treatment 22 22 21 12
Control 50 47 46 36

Controls ✓ ✓ ✓ ✓

Fixed Effects
Hospital ✓ ✓ ✓ ✓
Month ✓ ✓ ✓ ✓
Year ✓ ✓ ✓ ✓

Note: This table replicates DiD estimates by restricting the sample to only include hospitals from affected
(bordering) regions within a certain range to the closest border of a bordering (affected) region. The dependent
variable is the number of reported donors at the hospital-month-year level. The weighted number of newspaper
articles is constructed by weighting the provincial number of newspaper articles on both scandals by the
respective yearly newspapers market shares shown in Figure 3.4. Distance between each hospital and the border
is measured as the linear distance to the closest border of a bordering (affected) region. All specifications are
estimated using OLS. Specifications in Columns (1)–(3) are estimated using OLS, and Columns (4)–(6) are
estimated as Poisson regression models. In Columns (1)–(6) we include controls for population and newspapers
circulation. In Columns (2) and (5), we additionally include year, month, and hospital fixed effects. In Columns
(3) and (6), we additionally interact month and hospital fixed effects. Bootstrapped (1,000 replications) and
wild clustered standard errors at the hospital level are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1.

monthly average for the other hospital centers is around 0.64 units. Columns
(1) and (2) of Table 3.5 replicate the analysis by excluding either the Hospital
‘Molinette’ or all the hospitals in the city of Turin, the city where the Hospital
‘Molinette’ is located and the regional capital city in Piedmont. Complementing
this exercise, Column (3) sheds light on the dynamics at Hospital ‘Molinette’,
by excluding all other hospitals in affected regions. The estimates confirm that
our results are not solely driven by the involvement of some of the medical staff
at Hospital ‘Molinette’, though the strongest effect is still observed at Hospital
‘Molinette’. A similar picture emerges in Columns (4) and (5) that apply an
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inverse-distance weighting approach, i.e., assigning more weight to hospitals
closer to the scandal epicenter. Weights are constructed as w∗

i = wi∑N

i=1 wi
where

wi = 1
d(h∗,hi)α . Here d(h∗, hi)α represents the linear distance of hospital i, located

at coordinates hi, to the hospital hit by the scandals, located at h∗. Column (4)
weights observations by a power parameter of α = 1, while Column (5) assigns
more weight to hospitals closer to the scandal hospital by taking α = 2. All the
results remain similar to those of the baseline analysis. If anything, the use of
weights slightly decreases coefficient magnitude.

Time Window around Corruption Scandals The time window around
the corruption scandals selected for the analysis might also shape and confound
the empirical results. In principle, we should expect the reaction by the medical
staff to occur in the proximity of corruption scandals. Accordingly, we test how
the effect size for the impact of corruption news changes when different time
windows are analyzed. Figure 3.8 reports the analysis for four different time
windows around each case, namely 12, 9, 6, and 3 months.24 All the four time
windows are symmetrical to the onset of each case of corruption. The figure
reports the results for the Poisson regression model (Table 3.3, Column (2)) and
shows the coefficients for the number of articles on the two corruption cases,
surgeon and CEO, with the respective 95 percent confidence intervals.25 The
analysis highlights a clear pattern. The point estimates obtained through the four
sub-samples are similar in size to those obtained in the baseline estimates for the
whole 2001-2005 period (reported in the left part of the figure). The similarity
holds for both the CEO scandal and the surgeon scandal. The fact that also in
the 3-month window, the effect size, although slightly less precisely estimated,
is similar to that for larger time windows suggests an immediate and possibly
emotional response by medical staff to the onset of the scandal.

Staggered and Multiple Treatment Considerations This section discusses
potential vulnerabilities of the two-way fixed effects estimator presented in Equa-
tion (3.1) to heterogeneous effects. Importantly, our empirical setting does not
involve staggered treatment adoption, a concern raised in recent econometric
literature (see, for example, Goodman-Bacon (2021) and de Chaisemartin and
D’Haultfœuille (2020)). Specifically, Equation (3.1) does not involve staggered

24 This approach involves a trade-off, as reduced sample size may affect estimate precision.
25 Confidence intervals are constructed through bootstrapped (1,000 replications) and wild
clustered standard errors at the hospital level.
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Table 3.5: Sensitivity Analysis with respect to Scandal Epicenter

Dependent Variable: Number of Reported Donors

OLS Model Weighted OLS Model

(1) (2) (3) (4) (5)

Surgeon 0.001 0.002 -0.001 -0.003 -0.006
(0.005) (0.005) (0.006) (0.007) (0.008)

Surgeon × Affected -0.016*** -0.018** -0.054*** -0.016** -0.013*
(0.006) (0.007) (0.005) (0.008) (0.007)

CEO -0.000 -0.000 -0.002 0.001 0.000
(0.004) (0.004) (0.004) (0.012) (0.017)

CEO × Affected 0.002 0.000 -0.005 0.009 0.014
(0.005) (0.006) (0.176) (0.008) (0.011)

Observations 4,260 4,020 3,060 4,260 4,260

Controls ✓ ✓ ✓ ✓

Fixed Effects
Hospital ✓ ✓ ✓ ✓ ✓
Month ✓ ✓ ✓ ✓ ✓
Year ✓ ✓ ✓ ✓ ✓

Treatment Exclusion Set
Molinette Hospital ✓ ✓ - ✓ ✓
Torino Hospitals - ✓ ✓ - -
Other Hospitals - - ✓ - -

Weighting Parameters
ID-Weighting - - - ✓ ✓
Weighting Exponent - - - 1 2

Note: This table replicates the DiD analysis by considering the possible attenuation of the effects of corruption
for hospitals distant from the epicenter of the scandals. The dependent variable is the number of reported
donors at the hospital-month-year level. The weighted number of newspaper articles is constructed by weighting
the provincial number of newspaper articles on both scandals by the yearly newspaper market shares shown
in Figure 3.4. Column (1) excludes the scandal epicenter (Hospital ‘Molinette’) from the sample. Column (2)
additionally excludes the remaining four hospitals located in Turin. Column (3) excludes all treatment hospitals
except the scandal epicenter (Hospital ‘Molinette’). Columns (4) and (5) apply, in addition to excluding the
scandal epicenter, weighted linear probability models by assigning hospitals closer to the scandal epicenter
inverse-distance weights. Weights are calculated as w∗

i = wi∑N

i=1
wi

, where wi = 1
d(h∗,hi)α . d(·, ·)α represents

the linear distance of hospital i, located at hi, to the scandal epicenter, located at h∗. The exponent α represents
the power parameter to assign more weight to hospitals closer to the scandal epicenter. In Column (3) a power
parameter α = 1 is assumed, and in Column (4) a power parameter α = 2 is assumed. All specifications
include population and newspaper circulation controls and year, month, and hospital fixed effects. Bootstrapped
(1,000 replications) and wild clustered standard errors at the hospital level are in parentheses. *** p < 0.01, **
p < 0.05, * p < 0.1.

treatment adoption across units but rather incorporates multiple treatments
within units. By explicitly modeling both scandals and including a substantial
number of never-treated control hospitals, the two-way fixed effects in Equa-
tion (3.1) avoids leveraging ’forbidden comparisons’ (Borusyak, Jaravel and
Spiess, 2021) that might lead to inconsistent estimators in the case of staggered
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Figure 3.8: Time Windows Around the Corruption Scandal
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Note: The figure shows point estimates and 95 percent confidence intervals for the effect of the number of
newspaper articles about the corruption scandals on the number of reported donors. All estimates coefficients
and standard errors are based on the regression model in Table 3.3, Column (2). Coefficients are obtained by
using four different symmetrical time windows (12-,9-, 6-, and 3-months) around the onset of the corruption
scandal.

treatment adoption. Our results, therefore, maintain robustness under these
considerations.

However, as discussed in de Chaisemartin and D’Haultfœuille (2023), contam-
ination bias can also occur in settings with multiple treatments within units
when treatment effects vary across units. In our setting, estimates based on
specification 3.1 may, therefore, be contaminated if health care workers’ response
to the surgeon scandal depends on their exposure to the CEO scandal. Following
de Chaisemartin and D’Haultfœuille (2023), Table 3.6 provides evidence that
the effect of the surgeon scandal is not driven by prior exposure to the CEO
scandal. For reference, Column (1) reproduces our main estimates corresponding
to Column (2) in Panel B of Table 3.3. In Column (2), we interact the number of
articles on the surgeon scandal with the average coverage of the CEO scandal.
To this end, we first construct a measure to proxy the province-specific exposure
to the CEO scandal. In particular, for each province p, we compute the average
number of articles on the CEO scandal in the 20 months after the CEO scandal,

¯Art. CEOp. Next, we interact this measure with Art. Surgeonpt and re-estimate
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Table 3.6: Sensitivity Analysis of Surgeon Coefficients

Dependent Variable: Number of Reported Donors

Baseline Interaction Multiplicative Cumulative

(1) (2) (3) (4)

Surgeon 0.001 0.012 0.001 0.021
(0.005) (0.013) (0.006) (0.108)

Surgeon × Affected -0.020*** -0.037** -0.010* -0.044
(0.007) (0.015) (0.005) (0.100)

CEO -0.001 -0.000 -0.001 0.001
(0.005) (0.004) (0.005) (0.004)

CEO × Affected 0.002 0.001 0.001 0.001
(0.005) (0.005) (0.005) (0.005)

Surgeon × CEO - -0.005 - -
- (0.005) - -

Surgeon × CEO × Affected - 0.007 - -
- (0.005) - -

Observations 4,320 4,320 4,320 4,320

Test for Equality of Surgeon Coefficients
Chi-Square Statistic - - 10.644 0.061
Chi-Square p-value - - 0.001 0.805

Controls ✓ ✓ ✓ ✓

Fixed Effects
Hospital ✓ ✓ ✓ ✓
Month ✓ ✓ ✓ ✓
Year ✓ ✓ ✓ ✓

Note: This table evaluates the sensitivity of our baseline estimates when adjusting for multiple treatments. For
comparison Column (1) replicates the baseline estimates. In Column (2) additionally controls for the interaction
of surgeon articles and CEO articles as proposed in de Chaisemartin and D’Haultfœuille (2023). In Column (3)
Surgeon articles are multiplied by the total number of CEO articles published in the month before the occurrence
of the Surgeon scandal. Column (4) considers the cumulative article count. All specifications include population
and newspaper circulation controls and year, month, and hospital fixed effects. Bootstrapped (1,000 replications)
and wild clustered standard errors at the hospital level are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1.

our main regression model. If part of the effect is indeed driven by prior exposure
to the CEO scandal, then the coefficient of the interacted measure should increase
with respect to our main result. However, as shown in Column (2), the effect
gets smaller, suggesting that provinces with less exposure to the CEO scandal
drive the effect. Similarly, in Column (3), we add the interaction of the two treat-
ments to the regression. Reassuringly, the estimated coefficients are insignificant,
while the effect for the Surgeon scandal increases in magnitude, implying that
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if anything, our baseline regression estimate is biased towards zero. Column (4)
further supports this finding by considering the cumulative number of articles on
the surgeon and CEO scandals.

Placebo Estimates As a final robustness test, we perform a placebo test in
which we randomly shift the timing of the two corruption scandals. We construct
placebo time series for the number of Surgeon and CEO articles using a two-step
procedure. First, we shift each regional time series on the surgeon’s case back
or forward. Second, given a particular shift of the surgeon scandal articles, we
then compute all feasible back- and forward-shifts for the CEO article series,
conditional on each Surgeon shift. We repeat this exercise for all possible back-
and forward shifts of the surgeon time series.26 In total, we perform 6,012 placebo
regressions based on the regression model in Table 3.3, Column (2).

Figure 3.9a reports the distribution of the DiD point estimates on the surgeon
case. The placebo estimates are normally distributed and centered around zero.
Reassuringly, the estimate we document is located far in the lower tail, suggesting
it is unlikely to result from random variation. Figure 3.9b shows the corresponding
distribution of the placebo p-values. As expected under random assignment, the
estimated p-values are (approximately) uniformly distributed.

26 The number of possible shifts is limited by the number of times we observe each hospital, i.e.,
60 months. Further, we omit shift combinations in which the DiD coefficient on the surgeon or
CEO is not identified due to multicollinearity.
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Figure 3.9: Placebo Difference-in-Differences Estimates

(a) Placebo Coefficients
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Note: The figure shows the distribution of placebo point estimates and p-values for the effect of the number
of newspaper articles about the surgeon scandal on the number of reported donors. Placebo time series on
the number of surgeon and CEO articles result from a two-step procedure. First, each regional time series on
the surgeon case is shifted back or forward. Second, given a particular shift of the surgeon scandal articles, all
possible back- and forward-shifts for the regional CEO article time series are computed. The exercise is repeated
for all possible back- and forward-shifts of the surgeon time series. The figure represents 6,012 placebo time
series based on the regression model in Table 3.3, Column (2). The red dashed line highlights the true point
estimate and p-value as in Table 3.3, Column (2).

3.6 Discussion and Mechanisms

The aim of this section is twofold: first, we explore the potential impact of
corruption news on the behavior of other actors involved in the procurement
process, looking in particular at oppositions; second, we sketch a simple conceptual
framework to discuss the mechanisms behind our results.

3.6.1 Oppositions to Organ Donation

So far, we have documented medical staff behavioral responses: our analysis
shows a decline in the number of reported donors induced by media coverage
of corruption scandals. However, other actors in the organ donation process
are affected by corruption news. Whenever a reported donor is identified, the
medical authority must verify whether the deceased patient registered her consent
to organ donation. Without an expressed will, it is up to patients’ relatives to
consent or deny organ donation. While we can exclude that the decision of the
deceased patient is affected by the corruption scandals, it is plausible to think of
possible reactions by family members. To test this hypothesis, we investigate the
effect of media coverage of corruption scandals on oppositions to donation and
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on the number of actual donors, namely the number of reported donors net of
oppositions (see Figure 3.1).

Panel A of Table 3.7 reports the analysis of the impact of media coverage of
corruption scandals on the number of oppositions based on the DiD setting in
Equation (3.1). For the sake of brevity, we only report results obtained through
OLS specifications. Given the impact of media coverage of corruption scandals on
reported donors, which is the first step in the organ donation process, we propose
alternative ways to isolate the effect of interest. In Column (1), we estimate
Equation (3.1) by considering the number of oppositions as the new outcome
variable. These estimates are likely biased by the endogeneity underlying the
number of reported donors. As a first attempt to deal with endogeneity concerns,
Column (2) replicates the analysis by including the actual number of reported
donors as control variables. In Column (3), instead of using the observed number
of reported donors, we augment the specification with the number of reported
donors as predicted by the model in Column (2) of Table 3.3. To further mitigate
endogeneity concerns, Columns (4) and (5) focus on different definitions of the
number of oppositions to capture behavioral responses by reported donors and
their families to media coverage of corruption scandals. The specification in
Column (4), instead of using the raw number of oppositions, focuses on the three-
month moving average. Column (5) considers the share of opposition over the
number of reported donors as an outcome variable. Both specifications in Columns
(4) and (5) include reported donors as control variables. The analysis of oppositions
in Table 3.7-A displays three main results. First, the CEO case does not show any
impact on opposition independently of the estimated specification. Post-CEO
scandal, affected and bordering regions perform similarly: as for the medical
staff, patients and patients’ relatives are not affected by hospital management
scandals. Second, the surgeon’s case does not shape behavioral responses by
reported donors and their families. Indeed, the coefficient for the interaction
term between the number of articles on the surgeon case and the indicator for
affected regions is always close to zero and statistically non-significant. Third, the
point estimates are remarkably similar across different empirical specifications.
The stability suggests that results on oppositions are robust to different possible
ways to empirically deal with the endogeneity underlying the number of reported
donors.

The analysis of oppositions provides a comprehensive overview of the impact
of media coverage of corruption scandals on organ donation. Furthermore, it
clarifies which actors in the process are most heavily affected by the scandals.
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While medical staff behavior responds to the scandals, non-medical opposition
to organ donation seems unaffected. The latter result likely derives from two
different reasons. On the one hand, corruption news has no impact in the presence
of previously registered consent to a donation by the reported donor. Starting
from 1999, each Italian citizen can express her consent to a donation in different
forms, e.g., by explicitly mentioning it in the individual Identity Card. Of course,
relatives cannot change this individual choice. On the other hand, missing this
explicit choice by the donor, the choice of and attitude towards organ donation by
relatives constitute an informed choice carefully pondered over time and solidly
based on moral values that are unlikely to be affected by the negative (and likely
transitory) emotions caused by corruption scandals like those analyzed in this
study.

We complete the analysis by considering the number of actual donors, namely
the number of reported donors net of oppositions. Table 3.7-B replicates the
analysis in Panel A by considering the number of actual donors as the outcome
of interest. Results confirm that media coverage of corruption scandals mainly
shapes behavioral responses by the medical staff, while the effect on patients
and their relatives is negligible. In Column (1), the media coverage of the
surgeon’s case is found to decrease the number of actual donors in affected regions
relative to unaffected regions. Each additional article on the surgeon case reduces
actual donors by 0.013 units. Columns (2)–(5) deal with the endogeneity of
reported donors and confirm that the negative effect is only driven by medical
staff behavioral responses to corruption scandals. Indeed, in all specifications
taking into account the impact of media coverage on medical staff behavior, the
effect of the surgeon case turns to a precisely-estimated zero. Once the response
of medical staff behavior is taken into account, the impact of media reporting of
corruption scandals on the number of actual donors disappears.

3.6.2 Text Analysis

Alternatively, the differential response of medical staff might be influenced by
varied reporting on the two corruption scandals. To explore this possibility, we
conduct a text analysis on all newspaper articles covering the scandals. Articles
are gathered by searching major Italian newspaper archives for either the CEO
or Surgeon scandal, resulting in a total sample of 247 articles: 143 covering the
CEO scandal, 83 covering the Surgeon scandal, and 20 covering both scandals.
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The analysis proceeds in two steps. First, we evaluate semantic similarity of
CEO and Surgeon articles. In particular, we evaluate if the tone of articles
differs between the two cases or if articles use different language to describe the
scandals. We measure semantic similarity through three measures. Subjectivity
measures the degree to which a piece of text expresses personal opinions, feelings,
or judgments, rather than factual information. It ranges from 0 to 1, where
0 indicates an objective, factual statement and 1 indicates a highly subjective,
opinionated statement. Polarity is a measure of the sentiment expressed in a piece
of text. It ranges from -1 to 1, where negative values indicate negative sentiment
and positive values indicate positive sentiment. Lastly, we provide a measure of
language similarity. To this end, we represent each article as a word embedding.
Embeddings are vector representations of a text body in continuous space. Articles
with similar word embeddings are also likely to use similar language. To test
for differences in embeddings between CEO and surgeon articles we first retrieve
the word embedding of each article using a pre-trained language model27. Next,
we, extract the first principal component across all article embeddings. We
standardize all three measures to mean zero and standard deviation one, such
that a one unit increase corresponds to a one standard deviation increase of the
respective measure.

To test for statistical differences along these measures, we estimate the following
regression equation

Yit = αn(i) + αt + βSurgeoni + εit (3.3)

where Yi indicates some text metric of article i published at time t. Surgeoni is
an indicator equaling one if the article covers the Surgeon scandal. Using αn(i)

and αt, we account for unobserved newspaper-specific and time-specific effects.

Estimates in Columns (1)–(3) of Table 3.8 show no significant differences between
the articles on either dimension. Across all three measures, we document a small
and statistically insignificant effect, indicating that Surgeon and CEO articles
use similar semantics and language. Next, moving beyond semantics, we aim
to analyze if the content structure of articles differs by scandal. The articles
naturally differ in the type of scandal reported; however, we investigate whether
the scandals are also framed or contextualized differently. For example, one
scandal might be more focused on individual misconduct, while the other focuses

27 In particular, we use the ‘paraphrase-multilingual-MiniLM-L12-v2’ language model, which
paraphrases multilingual sentences and paragraphs as a 384-dimensional dense vector space.
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on the institutional implications of the scandal. In a first step, we display the
most frequently used words in the newspaper articles in Figure 3.10. The size of
each word is proportional to its relative frequency within the articles. Panels (b)
and (c) depict wordclouds separately for the CEO and Surgeon scandal. Both
scandals took place at the Molinette hospital in Turin, which prominently features
in all wordclouds. Unsurprisingly, the CEO articles mention the hospital manager
Luigi Odasso who took bribes to manipulate organ waiting lists. The surgeon
articles center around surgeon Michel Di Summa who accepted money to use
defective heart valves. Besides, there is no evidence that articles are contextualized
differently. To analyze the content structure in more detail, we proceed by training

Figure 3.10: Wordcloud of Newspaper Articles

(a) All Articles

(b) CEO Articles (c) Surgeon Articles

Note: The figure displays wordclouds depicting the most frequently used words in the newspaper articles
discussed in Section 3.6.2. The articles have been translated into English, and common stopwords have been
excluded. The size of each word is proportional to its relative frequency within the articles.

a topic model on the article corpus. A topic model is a statistical model designed
to discover abstract topics within a collection of documents or texts. It is employed
in natural language processing and machine learning to identify the underlying
themes or topics prevalent in a set of documents. The goal is to automatically
extract meaningful patterns and associations among words for categorizing and
understanding the content of text documents. Intuitively, a topic model algorithm
computes a word embedding for each article and then clusters articles close in
vector space.



198 | 3. Retrieving Organs, Losing Motivation?

We train a topic model28 on all newspaper articles covering either the CEO or
Surgeon scandal. After training, we extract a topic distribution for each article
along the identified topics. To compare the topic distribution of articles on
the CEO scandal, we extract the first two principal components of the topic
distribution and use them as outcome variables in Equation (3.3). The topic
model identifies two topics, represented by the keywords “odasso, molinette,
hospital” and “summa, cardiac, valves”. We visualize the topic distribution
in Figure 3.11 (a), with each dot representing an article along the first two
principal components of the topic distribution. The color of the dots indicates
attribution to one of the two identified topics. The topics are clearly separated
in space with little to no overlap. Accordingly, as shown in Column (4) of
Table 3.8, we observe a strong statistical difference between CEO and surgeon
articles along the first principal component of the topic distribution. However,
we do not find support for differences along the second principal component, as
shown in Column (5) of Table 3.8. In this regard, the model yields no further
distinction or contextualization beyond the categorization into CEO and surgeon
scandals. The reason the model only retrieves two topics could be that the
default hyperparameter selection may yield a global topic perspective, ignoring
subtle differences within topics. Therefore, we allow for a less global view by
decreasing the ’number of neighboring sample points’ parameter of the topic
model, used during the manifold approximation process. A higher value of this
parameter tends to yield a more comprehensive representation of the embedding
structure, offering a global perspective. Conversely, a smaller value provides
a more localized view. However, as shown in panels (b) to (c) of Figure 3.11,
even when reducing the parameter, the model only recovers two topics and a
similar topic distribution. Only after further decreasing the parameter in panel
(d) does the model identify five additional topics. However, the newly added
topics are rather unstructured subsets of the previously identified topics. Also,
the newly identified topics are represented by very similar keywords that cannot
be interpreted as different contextualizations of either scandal. In summary, the
text analysis provides no evidence that the reporting of the scandals differed
along either semantic or thematic dimensions – besides the categorization into
CEO and Surgeon scandal. We cautiously interpret this as evidence that the
effect is driven by the shared professional mission of medical staff and surgeons.

28 We use the ’BERTopic’ Python module with default settings.
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Figure 3.11: Identified Topics and Topic Distribution
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Note: This figure shows topic distributions across newspaper articles, employing various topic model parametriza-
tions. Each dot represents an article with colors indicating attribution to topics along the first two principal
components of the topic distribution. The topic distributions results from first training the topic model on the
article text corpus and then computing article-specific distribution across topics. The graphs in panels (a)–(d)
differ by the number of neighboring sample points, which internally is used during the manifold approximation
process. A higher value tends to yield a more comprehensive representation of the embedding structure, offering
a global perspective. Conversely, smaller values provide a more localized view. Typically, elevating neighbors
leads to the formation of larger clusters in the resulting embedding.

3.6.3 Conceptual Framework

Our empirical findings suggest a change in the behavior of the medical staff (as a
result of media reporting of corruption scandals) as the key driver for the drop
in the number of reported donors. We now provide a conceptual framework to
interpret medical staff’s behavioral response to corruption-related news.

We build upon the work of Kolstad (2013) and Cornelissen, Dustmann and
Schönberg (2017). We consider an individual model of effort choice by the
medical staff working in ICUs and account for the institutional characteristics
of the Italian NHS. We characterize health care workers as both extrinsically
and intrinsically motivated. All workers in public hospitals are public employees
subject to fixed-wage contracts in the Italian NHS, including physicians and



200 | 3. Retrieving Organs, Losing Motivation?

nurses.29 Total benefit B for medical staff depends on the fixed salary w and an
intrinsic reward Γ. A higher salary and a higher intrinsic reward improve benefit
B. We assume intrinsic reward to be related to the number of reported donors
D, which are a direct function of individual effort e. In turn, individual effort is
influenced by perceived corruption Ω, both directly and indirectly, via expected
oppositions O. More effort improves the intrinsic utility since it increases the
number of reported donors. However, perceived corruption reduces e directly
and also increases expected oppositions. This second effect is driven by the
anticipation of a potential change in the behavior of family members as a result
of a change in perceived corruption. Total cost C depends on individual effort
e and peer pressure p. We define peer pressure as the difference between the
expected effort of peers and individual effort. We consider expected effort since
each worker does not observe colleagues’ efforts, but she has noisy beliefs about
colleagues’ efforts within the hospital. The higher the expected effort of peers,
the higher the cost to keep up with peers. Individual i’s net utility in each period
t can then be represented as follows:

Uit = Bit(wit,Γit[Dit(eit(Ωit,E(Oit|Ωit)))]) − Cit(eit, p(E(e−it|Ωit) − eit)) (3.4)

For each worker i in each period t, the optimal effort e∗
it stems from equating

marginal benefit and cost. To ensure concavity of the problem, we assume
individual effort: (i) to increase intrinsic motivation Γ at a decreasing rate; (ii) to
directly increase the cost at an increasing rate; and (iii) to reduce peer pressure
p at a decreasing rate. Optimal effort e∗

it is implicitly defined by the following
equation:

∂Bit

∂Γit
∂Γit
∂Dit

∂Dit

∂eit
= ∂Cit
∂eit

+ ∂Cit
∂pit

∂pit
∂eit

. (3.5)

For each individual, media reporting about corruption episodes in each period t

shifts the level of individual perceived corruption in the public health care sector
Ω. More articles published by newspapers on corruption episodes increase Ω or,
in other words, increase perceived corruption. This, in turn, implies an update of
beliefs about the effort of peers: a higher perceived corruption within the health
care sector reduces the expected effort of peers.

Thus, perceived corruption Ω influences optimal individual effort e∗
it via three

channels. The first channel is the reduction of intrinsic motivation, which un-
29 The current rules also allow for merit-related pay based on results measured by many
performance indicators, which are chosen and differ across hospitals. However, the performance-
related component is minimal compared to the fixed salary that considering a fixed-wage
contract is a reasonable assumption.



3.6. Discussion and Mechanisms | 201

dermines intrinsic reward: ∂Γit

∂Dit

∂Dit

∂eit

∂eit

∂Ωit
< 0. It is a direct effect stemming from

the change in perceived corruption driven by media reports. The second channel
is an indirect effect of media reporting via the impact on expected oppositions.
Medical staff anticipates an increase in oppositions by families, induced by a
lower level of trust induced by corruption news, hence decreasing effort in re-
sponse: ∂Γit

∂Dit

∂Dit

∂eit

∂eit

∂E(O)it

∂E(O)it

∂Ωit
< 0.30 The third channel works on the cost side:

since increases in perceived corruption update information on the effort of other
workers, it also reduces the cost of peer pressure: ∂E(e−it)

∂Ωit
< 0. Information about

corruption in the health care sector makes staff aware that people working within
the system are exercising ‘bad’ effort to gain rents instead of ‘good’ effort to use
resources efficiently and effectively.

This framework helps rationalize our results. For instance, it makes clear that the
articles published by newspapers to report on corruption within the health care
sector would produce different effects on both Γ and E(e−it) depending on their
informative content for medical staff working in ICU. This means that media
reporting of a corrupt surgeon is likely more informative than news about a
corrupt hospital manager, as our empirical findings show.

Individual effort is crucial, together with idiosyncratic individual ability a, to
keep brain-dead patients – still not clinically dead – in the condition necessary for
their organs to be transplanted and to identify potential donors D to be reported
to the reference Organ Procurement Center. Clearly, higher ability a and effort
e∗ increase D. The number of reported donors D in the hospital h in each period
t can then be written as

Dht = Ah + E∗
ht + ϵht, (3.6)

where A and E∗ are the average ability, and the average optimal effort of ICU
staff in each hospital h and ϵ reflects output variability beyond workers’ control.

Consider now the impact on D of media reporting on corruption scandals in
period t. With an increase in the coverage of corruption scandals, Ω will increase,
therefore reducing both the marginal benefit of effort (via intrinsic motivation
and expected oppositions) and the marginal cost (via the information on the
effort of peers). Then, the optimal e∗ at the individual level can either decrease
or increase, depending on the relative strength of these two effects. This implies
that also the sign of ∂Dht

∂Ω is not a priori clear: it depends on how the effects on
marginal cost and benefit combine in the medical staff behavior, and how these

30 Notice that this would imply reporting fewer donors directly by the ICU staff, ruling out
effects of perceived corruption on oppositions.
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effects add up at the hospital level. Our findings suggest that the impact on
marginal benefit is larger than the impact on marginal cost. Hence, the reduction
of intrinsic motivation (both as a direct effect of perceived corruption, and as an
indirect effect working through expected oppositions) explains the reduction in
the number of reported donors.

We can use our framework also to analyze effect duration. We find that the
impact of Ω on the intrinsic reward is stronger than the impact on peer pressure,
but it is short-lived, likely reflecting an emotional reaction on medical staff morale.
In this case, the model predicts a decrease in the number of reported donors in
the very short run due to the decline in motivation and the increase in potential
oppositions. However, once the reducing effect on Γ vanishes, D will increase
at a level higher than before the scandal. This occurs because the cost of effort
is lower now, since beliefs about peers’ efforts have been updated downward in
response to the scandal. This discussion helps rationalize Figure 3.5.



3.6. Discussion and Mechanisms | 203

Table 3.7: Change in Opposed and Actual Donations

Raw Number Average Share

(1) (2) (3) (4) (5)

Panel A Dependent Variable: Oppositions to Organ Donation

Surgeon -0.002 -0.003 -0.002 -0.001 -0.001
(0.001) (0.002) (0.001) (0.001) (0.001)

Surgeon × Affected -0.005 -0.001 -0.005 -0.001 -0.001
(0.003) (0.002) (0.003) (0.002) (0.001)

CEO -0.002 -0.002 -0.002 -0.002 -0.000
(0.002) (0.002) (0.003) (0.002) (0.001)

CEO × Affected 0.002 0.002 0.002 0.002 0.000
(0.003) (0.003) (0.003) (0.002) (0.002)

Observations 4,320 4,320 4,320 4,176 4,320

Panel B Dependent Variable: Actual Donors

Surgeon 0.004 0.003* 0.003 0.000 0.002
(0.004) (0.002) (0.004) (0.002) (0.002)

Surgeon × Affected -0.013*** -0.001 0.004 -0.004 -0.002
(0.005) (0.002) (0.005) (0.002) (0.002)

CEO 0.004 0.004* 0.005 -0.000 0.003*
(0.003) (0.002) (0.004) (0.003) (0.002)

CEO × Affected -0.002 -0.003 -0.004 0.002 -0.004**
(0.004) (0.002) (0.004) (0.003) (0.002)

Observations 4,320 4,320 4,320 4,176 4,320

Controls ✓ ✓ ✓ ✓ ✓

Fixed Effects
Month ✓ ✓ ✓ ✓ ✓
Year ✓ ✓ ✓ ✓ ✓
Hospital ✓ ✓ ✓ ✓ ✓

Control for Reported Donors
Reported Donors - ✓ - ✓ ✓
Predicted Reported Donors - - ✓ - -

Note: This table shows the DiD estimates of the effect of the media coverage of the CEO and surgeon scandals
on oppositions to organ donation (Panel A) and on the number of actual donors (Panel B). The dependent
variable is the number of oppositions to organ donation (Panel A) and the number of actual donors (Panel B)
at the hospital-month-year level. The weighted number of newspaper articles is constructed by weighting the
provincial number of newspaper articles on both scandals by the respective yearly newspapers market shares
shown in Figure 3.4. Affected regions include Piedmont and Aosta Valley. All specifications are estimated using
OLS. The specification in Column (2) controls for the number of reported donors. The specification in Column
(3) controls for the predicted number of reported donors as predicted by the estimates in Table 3.3, Column (2).
In Column (4), the dependent variable is the three-month moving average of oppositions to organ donation
(Panel A) and actual donors (Panel B). In Column (5), the dependent variable is the share of oppositions to
organ donation (Panel A) or actual donors (Panel B) over the number of reported donors. All specifications
include population and newspaper circulation controls and year, month, and hospital fixed effects. Bootstrapped
(1,000 replications) and wild clustered standard errors at the hospital level are in parentheses. *** p < 0.01, **
p < 0.05, * p < 0.1.
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Table 3.8: Text Analysis of Newspaper Articles

Semantics Topic Distribution

1st
Principal

Component

Subjectivity Polarity 1st
Principal

Component

2nd
Principal

Component

(1) (2) (3) (4) (5)

Surgeon Articles -0.027 0.067 0.024 5.631*** -0.252
(0.056) (0.084) (0.278) (0.637) (0.206)

Observations 245 245 245 245 245

Fixed Effects
Year ✓ ✓ ✓ ✓ ✓
Month ✓ ✓ ✓ ✓ ✓
Newspaper ✓ ✓ ✓ ✓ ✓

Controls ✓ ✓ ✓ ✓ ✓

Note: This table shows estimates from regressing various text-based metrics on an indicator of Surgeon Articles.
The sample includes newspaper articles covering the Surgeon or CEO scandal published in the major Italian
newspaper. Columns (1)–(3) consider semantic metrics as described in Section 3.6.2. Columns (4)–(5) consider
the first two principal components of the topic model trained on the article corpus. All specifications include
year, month, and newspaper fixed effects. *** p < 0.01, ** p < 0.05, * p < 0.1.
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3.7 Conclusion

Corruption is pervasive, and the health care sector is not immune. In this paper,
we show that the welfare costs of corruption go beyond inefficiencies in public
spending or inequitable care access. Instead, we need to consider also additional
indirect costs implied by the impact of media reporting of corruption news on
medical staff behavior, motivation, and morale.

Our analysis focuses on the organ procurement process in Italy. We study the
behavioral responses of the medical staff to the disclosure of two corruption
scandals at one of the largest Italian hospitals. We differentiate between a case
of corruption involving a famous heart surgeon’s use of defective heart valves and
a generic case involving the hospital CEO, who favored prospective patients on
the waiting list in exchange for bribes.

We quantify the response of medical staff to the scandals using a difference-in-
differences (DiD) design. We compare hospitals in affected and control regions
before and after the scandals measuring the perceived level of corruption via
the number of newspaper articles on the corruption scandals. The identification
strategy is favored by the unique role of the medical staff at intensive care
units in keeping reported donors in a physical state useful for their organs to be
transplanted and the exogeneity of corruption scandals with respect to reported
donors. The empirical approach based on a DiD model is supported by an event
study allowing to test formally for the parallel trend assumption.

Our findings show remarkable effects of the surgeon’s case of corruption on organ
donations, driven by behavioral changes among health professionals. On the
contrary, we do not find any significant effect stemming from the corruption
case involving hospital management. Findings are robust to several robustness
checks. We provide evidence that results are not driven by the choice of the
media outlet used to measure the shock on perceived corruption or by the choice
of the time window around the scandals. The estimated impact is short-lived and
limited within the administrative boundaries of the procurement center hit by
the scandals. Even if media resonance was national, we do not find any evidence
of the procurement process in the regions bordering those hit by the scandals.

Our results have important policy implications. First, since we have shown that
the negative welfare consequences stemming from corruption in the healthcare
sector extend to medical staff motivation and morale, there is an additional
reason to fight corruption. Welfare effects from one corruption case would
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imply several patients unable to obtain transplants, resulting in more economic
resources spent to provide continued care to patients still on the waiting list
and significant losses in terms of their health. For instance, considering the long
waiting lists for a kidney transplant, Becker, Elias and Ye (2022) suggest a total
expenditure in present value of about 650,000$ per person on dialysis, to which
one should add the value of 15 additional years of life to those transplanted.
Second, our results underscore the importance of medical staff motivation and
expectations. The standard narrative focuses on patients’ and their relatives’ trust
when discussing organ donations. However, workers’ motivation is likely equally
(or even more) important, especially in large-scale organizations like modern
hospitals. Implementing effective auditing policies or encouraging whistle-blowing
might be a way to promote patients’ health in healthy hospitals.
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Table 3.A.1: Descriptive Statistics – Pre- and Post-CEO Scandal

Affected Regions Bordering Regions

Mean SD Mean SD Difference
(1) (2) (3) (4) (5)

Panel A: Pre-CEO Scandal

Organ Donations
Reported Donations 0.653 1.087 0.504 1.074 0.091***
Opposed Donations 0.169 0.437 0.095 0.365 0.091***
Actual Donations 0.463 0.840 0.342 0.777 0.091***

Newspaper Coverage (# Articles)
Surgeon Scandal 0.000 0.000 0.000 0.000 0.000
Surgeon Scandal (3-Month Avg.) 0.000 0.000 0.000 0.000 0.000
CEO Scandal 0.000 0.000 0.000 0.000 0.000
CEO Scandal (3-Month Avg.) 0.000 0.000 0.000 0.000 0.000

Newspaper Circulation (per 1,000 inhabitants)
La Stampa 58.641 12.778 7.013 14.632 69.353***
Il Corriere Della Sera 4.178 0.910 43.318 90.376 -7.916***

Observations 242 550
Hospitals 22 50

Panel B: Post-CEO Scandal

Organ Donations
Reported Donations 0.745 1.129 0.556 1.131 0.306***
Opposed Donations 0.224 0.513 0.113 0.394 0.224***
Actual Donations 0.472 0.811 0.388 0.854 0.041***

Newspaper Coverage (# Articles)
Surgeon Scandal 1.872 6.069 1.217 3.649 2.513***
Surgeon Scandal (3-Month Avg.) 1.872 4.794 1.216 2.872 2.514***
CEO Scandal 2.004 7.037 1.544 4.353 2.172***
CEO Scandal (3-Month Avg.) 1.995 6.062 1.541 3.692 2.156***

Newspaper Circulation (per 1,000 inhabitants)
La Stampa 49.761 10.603 6.576 12.431 58.909***
Il Corriere Della Sera 4.829 1.031 35.549 67.396 -5.270***

Observations 1,078 2,450
Hospitals 22 50

Note: This table shows descriptive statistics for the sample before and after the CEO scandal. The difference
reported in column (5) is the coefficient obtained by regressing an indicator for affected regions on the
respective variable controlling for year, month, and hospital fixed effects. Significance levels are constructed
from bootstrapped (1,000 replications) and wild clustered standard errors at the hospital level. *** p < 0.01, **
p < 0.05, * p < 0.1.
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Table 3.A.2: Descriptive Statistics – Pre- and Post-Surgeon Scandal

Affected Regions Bordering Regions

Mean SD Mean SD Difference
(1) (2) (3) (4) (5)

Panel A: Pre-CEO Surgeon

Organ Donations
Reported Donations 0.693 1.126 0.502 1.065 0.095***
Opposed Donations 0.223 0.515 0.092 0.357 0.143***
Actual Donations 0.444 0.815 0.349 0.796 -0.000

Newspaper Coverage (# Articles)
Surgeon Scandal 0.000 0.000 0.000 0.000 0.000
Surgeon Scandal (3-Month Avg.) 0.000 0.000 0.000 0.000 0.000
CEO Scandal 3.930 10.362 2.880 6.334 4.379***
CEO Scandal (3-Month Avg.) 4.299 9.229 3.178 5.497 4.748***

Newspaper Circulation (per 1,000 inhabitants)
La Stampa 56.515 12.462 6.905 13.928 66.792***
Il Corriere Della Sera 4.222 0.912 40.481 82.389 -6.313***

Observations 462 1,050
Hospitals 22 50

Panel B: Post-Surgeon Scandal

Organ Donations
Reported Donations 0.747 1.120 0.570 1.149 0.359***
Opposed Donations 0.210 0.493 0.119 0.404 0.231***
Actual Donations 0.485 0.817 0.396 0.864 0.077***

Newspaper Coverage (# Articles)
Surgeon Scandal 2.352 6.720 1.529 4.032 3.157***
Surgeon Scandal (3-Month Avg.) 2.352 5.268 1.528 3.144 3.159***
CEO Scandal 0.402 1.024 0.390 0.770 0.371***
CEO Scandal (3-Month Avg.) 0.413 0.746 0.388 0.576 0.396***

Newspaper Circulation (per 1,000 inhabitants)
La Stampa 48.629 10.003 6.498 12.169 57.228***
Il Corriere Della Sera 4.972 1.010 34.878 65.396 -5.541***

Observations 858 1,950
Hospitals 22 50

Note: This table shows descriptive statistics for the sample before and after the Surgeon scandal. The
difference reported in column (5) is the coefficient obtained by regressing an indicator for affected regions on the
respective variable controlling for year, month, and hospital fixed effects. Significance levels are constructed
from bootstrapped (1,000 replications) and wild clustered standard errors at the hospital level. *** p < 0.01, **
p < 0.05, * p < 0.1.
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Table 3.A.3: Effect of Corruption News on Reported Donors

Dependent Variable: Number of Reported Donors

OLS Model Poisson Model

(1) (2) (3) (4) (5) (6)

Panel A: Total Number of Articles

Total Articles -0.005* -0.006 -0.006 -0.006 -0.008* -0.008
(0.003) (0.004) (0.004) (0.003) (0.005) (0.005)

Observations 1,320 1,320 1,320 1,320 1,320 1,320

Panel B: Disaggregated Number of Articles

Surgeon -0.016*** -0.016*** -0.015*** -0.029*** -0.029*** -0.029***
(0.005) (0.006) (0.005) (0.009) (0.007) (0.007)

CEO 0.003 0.001 0.001 0.004 0.000 0.000
(0.004) (0.005) (0.005) (0.004) (0.005) (0.006)

Observations 1,320 1,320 1,320 1,320 1,320 1,320

Controls ✓ ✓ ✓ ✓ ✓ ✓

Fixed Effects
Hospital - ✓ ✓ - ✓ ✓
Month - ✓ ✓ - ✓ ✓
Year - ✓ ✓ - ✓ ✓
Month × Hospital - - ✓ - - ✓

Note: This table shows the effect of the media coverage of the CEO and surgeon scandals on the number of
reported donors. The dependent variable is the number of reported donors at the hospital-month-year level.
The weighted number of newspaper articles is constructed by weighting the provincial number of newspaper
articles on both scandals by the yearly newspaper market shares shown in Figure 3.4. Specifications in columns
(1)–(3) are estimated using OLS, and columns (4)–(6) are estimated as Poisson regression models. In columns
(1)–(6) we include controls for population and newspaper circulation. In columns (2) and (5), we include year,
month, and hospital fixed effects. We interact with month and hospital fixed effects in columns (3) and (6).
Bootstrapped (1,000 replications) and wild clustered standard errors at the hospital level are in parentheses. ***
p < 0.01, ** p < 0.05, * p < 0.1.
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Table 3.A.4: TV News Coverage of Corruption and Reported Donors

Dependent Variable: Number of Reported Donors

OLS Model Poisson Model

(1) (2) (3) (4) (5) (6)

Surgeon -0.015*** -0.017*** -0.017*** -0.029*** -0.033*** -0.033***
(0.005) (0.006) (0.006) (0.009) (0.010) (0.010)

CEO -0.000 -0.002 -0.002 0.001 -0.003 -0.003
(0.003) (0.004) (0.004) (0.004) (0.006) (0.006)

Observations 1,320 1,320 1,320 1,320 1,320 1,320

Controls ✓ ✓ ✓ ✓ ✓ ✓

Fixed Effects
Hospital - ✓ ✓ - ✓ ✓
Month - ✓ ✓ - ✓ ✓
Year - ✓ ✓ - ✓ ✓
Month × Hospital - - ✓ - - ✓

Note: This table shows the effect of the media coverage of the CEO and surgeon scandals on the number of
reported donors. The dependent variable is the number of reported donors at the hospital-month-year level. TV
coverage is measured as the number of news about the two corruption scandals broadcast by the regional TV
news in Piedmont and the Aosta Valley. Specifications in columns (1)–(3) are estimated using OLS, and columns
(4)–(6) are estimated as Poisson regression models. In columns (1)–(6) we include controls for population
and newspaper circulation. In columns (2) and (5), we additionally include year, month, and hospital fixed
effects. In columns (3) and (6), we additionally interact with month and hospital fixed effects. Bootstrapped
(1,000 replications) and wild clustered standard errors at the hospital level are in parentheses. *** p < 0.01, **
p < 0.05, * p < 0.1.
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3.B Additional Figures

Figure 3.B.1: Hospital and Region Locations
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Note: This map shows the location of Piedmont and Aosta Valley (yellow) as well as Lombardy and Liguria
(green). The map also illustrates the exact location of organ transplant units in the regions analyzed in this
study.
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Figure 3.B.2: Counterfactual Effects by Time: Bordering Regions

(a) Bordering Regions: CEO Scandal
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(b) Bordering Regions: Surgeon Scandal
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Note: The figure depicts actual and counterfactual reported organ donations across time for the case of
bordering regions. The counterfactual is constructed by predicting reported donors using the estimates from
Table 3.3, column (2) and by setting to zero the coefficient for the number of articles on the surgeon case.
The time series on reported donors results from averaging the hospital-level data in the bordering regions by
year-month and subsequently centering it around the onset of the surgeon scandal.
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Figure 3.B.3: Joint Event-study Estimates

Surgeon
Scandal

-1

-.5

0

.5

1

∆ 
R

ep
or

te
d 

D
on

or
s 

pe
r H

os
pi

ta
l

-5 0 5 10 15 20 25

Month since CEO Scandal

-1

-.5

0

.5

1

∆ 
R

ep
or

te
d 

D
on

or
s 

pe
r H

os
pi

ta
l

-5 0 5 10 15

Month since Surgeon Scandal

Point Estimate 95% Confidence Interval

Note: The figure displays point estimates and 95 percent confidence intervals on the effect of the Surgeon
scandal on the number of reported donors. All estimates are based on the regression model in Equation 3.2.
Standard errors are clustered at the hospital level.
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3.C Additional Analyses

In addition to the DiD specification described in Section 3.4 we estimate the
following specification:

DR
ht = βNp(h)t + Xp(h)tγ + f(θh, δt) + εht, (3.7)

where DR
ht represents the monthly number of reported organ donors identified by

the medical staff in each hospital h located in province p(h) in period (month-year)
t. We proxy the perception of corruption using the number of newspaper articles
dealing with the two scandals at Hospital ‘Molinette’ between 2001 and 2005. N is
the weighted number of monthly (t) newspaper articles about the two corruption
cases circulated in province p. We consider N as a shifter for optimal effort
e∗. Xp(h)t is a vector of controls for population, newspaper circulation at the
provincial level, and hospital-specific time trends. Finally, several combinations
of hospital, month, and year fixed effects are included in the model. β is the
coefficient of interest for the analysis as it represents the effect of an extra article
on the corruption scandals on the number of reported donors.

Cases of corruption involving different actors in the organ donation process
imply differential effects on reported donors, e.g., the medical staff may perceive
the information content of a case involving a surgeon versus a CEO differently.
Therefore, we enrich the previous model by considering the two cases of corruption
separately:

DR
ht = β1N

C
p(h)t + β2N

S
p(h)t + Xp(h)tγ + f(θh, δt) + εht (3.8)

where NC is the weighted number of newspaper articles referring to the corruption
case involving the hospital CEO, and NS is the weighted number of newspaper
articles about the case of corruption involving the hospital surgeon. In this case,
we are interested in the coefficients β1 and β2 that measure the effect on the
number of reported donors in response to an additional article about the CEO or
surgeon scandal, respectively.



Declaration

This dissertation is the result of my own work, and no other sources or means,
except the ones listed, have been employed.

Mannheim, April 17, 2025

Maximilian Mähr





Curriculum Vitæ

2020–2025 University of Mannheim (Germany)

Ph.D. in Economics

2017–2020 University of Bonn (Germany)

M.Sc. in Economics

2014–2017 University of Münster (Germany)

B.Sc. in Economics


	Frontpage
	Acknowledgements
	Contents
	List of Tables
	List of Figures
	Introduction
	Consequences of Affirmative Action
	Introduction
	Background
	German University System
	Professorinnenprogramm

	Data
	Measuring Hiring Dynamics
	Professorinnenprogramm
	Measuring Retirement Probabilities
	Measuring Research Output

	Empirical Strategy
	Results
	Effects on Hiring
	Effects on Collaboration Patterns
	Effects on Quality and Direction of Research
	Policy Impact

	Conclusion
	Bibliography
	Appendices
	Additional Tables
	Additional Figures
	Additional Analyses
	Text Analysis
	Weak Instrument Considerations
	Quantifying the Impact of Affirmative Action

	Additional Data
	Alternative Retirement Measures
	Matching Research Output
	Measuring Changes in Research Direction

	Bibliography


	Leveling the Playing Field
	Introduction
	Background
	Data
	Measuring Sci-Hub Activity
	Measuring Global Research Output
	Measuring Connectedness to Almaty
	Additional Data Sources
	Dealing with Zero Observations

	Empirical Strategy
	Results
	Motivating Facts
	Effects on Knowledge Consumption
	Effects on Knowledge Production
	Effects on Migration and Innovation

	Conclusion
	Bibliography
	Appendices
	Additional Tables
	Additional Figures
	Additional Analyses
	Weak Instrument Considerations
	Two-sample IV

	Additional Data
	Patents
	Distance to Research Frontier

	Bibliography


	Retrieving Organs, Losing Motivation?
	Introduction
	Background
	The Process of Organ Procurement in Italy
	The Corruption Scandals

	Data
	Empirical Strategy
	Results
	Baseline Estimates
	Robustness Checks

	Discussion and Mechanisms
	Oppositions to Organ Donation
	Text Analysis
	Conceptual Framework

	Conclusion
	Bibliography
	Appendices
	Additional Tables
	Additional Figures
	Additional Analyses


	Declaration
	Curriculum Vitæ

