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Preface

In most of what is commonly known as the developing world, tax collections are low. While
rich OECD countries collect about a third of their GDP in taxes on average, countries in
Sub-Saharan Africa or South Asia – the most populous regions of the world – only collect
about 16% and 12% of their GDP, respectively (ATAF, 2018; World Bank, 2025). Low
tax revenues can hinder public goods provision through e.g. inadequate investments into
infrastructure or funding of welfare programs. They also increase states’ dependencies on
external lenders and aid. The recent closure of USAID, which humanitarian organisa-
tions expect to “kill millions” (Caritas, 2025), is a timely reminder that for lower-income
countries, domestic resource mobilization through taxation is imperative.
Beyond generating revenues, taxation represents a key determinant of how states and
societies function and also how these two interact. Tax compliance is a regular aspect of
firms’ and individuals’ economic lives while the ability to tax and redistribute – in other
words, managing public finances – is one of the most important function of governments.
This includes incentivizing certain (firm) behaviour by selectively increasing or decreasing
prices through taxes or tax exemptions and subsidies, respectively.
Relative to what is known for rich countries, the economic literature has yet provided only
limited evidence on the role and the effects of taxes and subsidies in lower-income countries.
While this represents an emerging research area, the scarcity of evidence holds particularly
true for the poorest countries.
This thesis advances our understanding of public finance along three dimensions. Chapter
1 uncovers the existence of a hybrid tax system in Zambia – one of the least developed
countries in the world (United Nations, 2023) – where instead of following the legal tax
schedule, tax payments are simply determined through bargaining with tax collectors.
Chapter 2 shows how the implementation of Special Economic Zones in India, which are
essentially place-based tax exemptions for firms, led to sectoral shifts from agriculture to
manufacturing and service industries in nearby villages. Chapter 3 analyzes how firms
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Preface

respond to the South African carbon tax, which is the first of its kind in any developing
country. Each chapter is self-contained.

In Chapter 1, which is joint work with Eliya Lungu, I study the taxation of small firms in
Zambia. Their taxation is highly relevant as small firms make up 80-90% of taxpayers and
account for about 40% of GDP in the average developing country (World Bank, 2011b,
2019). I apply empirical as well as theoretical methods to show that bargaining over
tax payments is an important feature of tax compliance and enforcement in lower-income
countries such as Zambia. The empirical analysis is twofold. First, analyzing the universe of
administrative tax filings from Zambia, I document sharp bunching in (i) dominated regions
above tax schedule discontinuities, inconsistent with standard models of tax compliance
and (ii) at round number tax payments, implying that certain payments are being targeted.
Second, I provide additional qualitative evidence from a survey I conducted of Zambian
firms via an external provider. The findings suggest that discussing tax payments with tax
officials before filing taxes is widespread, in line with tax payments being the outcomes of
bargaining. Such bargaining over taxes is consistent with fact (ii), as bargaining outcomes
are often round and salient numbers, and with fact (i), because tax schedule discontinuities
restrict the set of feasible bargaining outcomes. The theoretical model I propose generalizes
the conventional Allingham and Sandmo (1972) model to allow for bargaining as a mode of
tax compliance. I show that as long as state capacity is low, which is the case for developing
countries, bargaining over taxes leads to Pareto-improvements for both taxpayers and the
state. This result rationalizes why bargaining is observed for small firms in low-income
countries but not for larger firms in more advanced economies.

Chapter 2 is joint work with Johannes Gallé, Nadine Riedel and Tobias Seidel and has
been published in the Journal of Public Economics (c.f. Gallé, Overbeck, Riedel, and Sei-
del (2024)). In this chapter, I study the impact of the implementation of Special Economic
Zones (SEZs) in India. According to the UNCTAD (2019), the total number of SEZs
worldwide increased from 500 in 1995 to about 5,400 in 2018 - with the vast majority of
the new zones being located in developing economies. Therefore, they represent a highly
prevalent policy tool. I quantify the local economic impact of SEZs established in India
between 2005 and 2013 econometrically using a spatial difference-in-differences design. Re-
lying on a novel dataset that combines census information on the universe of Indian firms
with geo-referenced data on SEZs, I find that the establishment of SEZs increased local
manufacturing and service employment, with positive spillovers up to 10 km from the SEZ
area. The analysis shows that the gains in manufacturing and service employment were
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accompanied by a decline in agricultural labor, especially for women, suggesting that the
policy contributed to structural change. In further analysis, I document that significant
local employment effects occur across different types of SEZs: privately and publicly run
zones, and SEZs with different industry designations. A back-of-the-envelope calculation
shows that the costs of the program (i.e. foregone tax revenues) slightly exceed the wel-
fare gains from additional employment. Overall, I still interpret the findings to dispel the
general pessimism about zone programs in developing countries outside of China.

Chapter 3, which is coauthored with Johannes Gallé, Rodrigo Oliveira, Nadine Riedel and
Edson Severnini, concerns the role of taxation for environmental policy. It provides the
first comprehensive analysis of how firms in emerging economies respond to carbon tax-
ation, leveraging detailed administrative data from South Africa – a potential trailblazer
for other developing countries with limited state capacity amid the growing global push for
carbon pricing. I examine the dynamic impacts of the carbon tax on firm-level outcomes
– such as profits, sales, capital, and labor inputs – across manufacturing and mining firms,
which are key sectors in the context of the carbon tax. Contrary to concerns that carbon
taxes may hinder economic growth or reduce employment, the findings show no evidence of
negative average impacts on firm performance or jobs. However, this overall result masks
significant heterogeneity in the tax’s effects across sectors, driven by the sector-specific de-
sign elements of the South African carbon tax. Firms expecting higher effective tax rates
may have intensified their use of emission-intensive machinery and depreciated capital in
anticipation of the tax. This behavior appears to stem from firms resolving regulatory
uncertainty or seeking to recover costs from stranded assets.

In conclusion, this thesis make three main contributions to the literature on public finance
in developing countries. First, it shows how tax compliance of small firms deviates strongly
from the predictions of standard economic models. Second, it highlights how place-based
tax exemptions for firms can lead to beneficial outcomes for surrounding regions. Third,
it provides evidence that carbon taxation, which is high up on policy agendas, may not
be as harmful to economic performance as expected. These novel findings might inform
policymakers on a broad variety of public finance issues and importantly, show how optimal
policy recommendations may need to be adjusted to account for the institutional realities
of developing countries.
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Chapter 1

Bargaining Over Taxes

Joint with Eliya Lungu.

1.1 Introduction

In low- and middle income countries, state capacity is low (Besley and Persson, 2013).
As a consequence, formal institutions often struggle to execute basic governmental func-
tions effectively. Instead, informal institutions play an essential role. For example, credit
markets, insurance systems as well as public good provision at the local level are partly
organised through informal interactions between citizens and local elites or bureaucrats
(e.g., Angelucci and De Giorgi, 2009; Olken and Singhal, 2011; Udry, 1994). Very little is
known about the relevance of informal institutions on the tax side, however. As generating
revenue through tax collection becomes increasingly important for developing countries
(International Monetary Fund, 2024), it is crucial to understand informal institutions’ role
and potential in this process. In this chapter, we study how informal institutions, and
in particular, interactions between bureaucrats and citizens, shape tax compliance and
enforcement inside the official tax system.
The setting we study is the taxation of small firms, which comprise the vast majority of
taxpayers in most low-and middle income countries.1 In particular, we study firms subject
to turnover taxation in Zambia, a lower middle income and least developed country (United
Nations, 2023). Analyzing administrative data on the universe of tax filings, we document
two novel facts – both are inconsistent with standard models of tax compliance. First,

1Small firms make up 80-90% of taxpayers and account for about 40% of GDP in the average developing
country (World Bank, 2011b, 2019).
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1.1. Introduction

firms bunch e.g. an excess number of firms locate in dominated regions above tax schedule
discontinuities. Second, firms bunch at turnover amounts which imply round number tax
payments (not necessarily round turnover). We further provide novel evidence from our
own survey showing that discussing tax payments with tax officials before filing taxes is
widespread, which is in line with tax payments being the outcomes of bargaining. Such
bargaining over taxes rationalizes both empirical facts, as bargaining outcomes are often
round and salient numbers, and because tax schedule discontinuities restrict the set of
feasible bargaining outcomes. We provide several pieces of evidence, including a random-
ized survey experiment, to show that alternative explanations based on audit probabilities,
optimization frictions, or mistakes cannot rationalize these bunching patterns. Finally, we
generalize the conventional Allingham and Sandmo (1972) model of tax evasion to allow
for bargaining as a mode of tax compliance. We show that, as long as state capacity is
sufficiently low, bargaining over taxes leads to pareto-improvements for both taxpayers and
the state.
Our empirical analysis builds on a novel and comprehensive dataset comprising the universe
of more than 5.3 million turnover tax filings from 2015 until 2021 in Zambia. The data
is at a monthly frequency and allows tracking firms over time and, importantly, across
two major tax reforms in 2017 and 2019. Two key empirical patterns emerge. First, we
measure bunching responses to tax schedule discontinuities. During the years 2017-2018,
the Zambian turnover tax schedule features a linear tax rate and several tax brackets
in which tax liability increases discretely by a fixed payment. Thus, net-of-tax turnover
drops discretely at each bracket threshold. Such thresholds in the tax schedule, which
induce drops in net-of-tax turnover imply that it is a strictly dominated choice to have
(or report) turnover in a certain region above each threshold. Specifically, firms above
tax bracket thresholds would be strictly better off when reducing turnover to below the
threshold. Standard models of tax compliance would therefore predict bunching below the
threshold but no mass above the threshold (Kleven and Waseem, 2013). In contrast, our
data reveal strong bunching above each threshold. We find more than twice as many firms
to report turnover just above the threshold compared to what our estimated counterfactual
distribution predicts. The bunching is very sharp with most tax returns only exceeding
the threshold by less than one Zambian currency unit, equivalent to around USD 0.05.
Such bunching above thresholds is inconsistent with any standard preferences and thus a
puzzling fact.2

2Intuitively, standard preferences are such that utility is always increasing in consumption and that gener-
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Bargaining Over Taxes

Second, we find strong and sharp bunching at turnover amounts which imply round number
tax liabilities, e.g., tax liabilities which are multiples of 10, 50, or 100. The Zambian setting
is particularly appealing for this exercise as, before the tax brackets were introduced in
2017, the turnover tax schedule was flat at a rate of 3%. We can therefore clearly distinguish
bunching at round number tax liabilities from the well-known phenomenon of bunching at
round numbers of the taxable income itself (Carrillo, Donaldson, Pomeranz, and Singhal,
2022; Kleven and Waseem, 2013). To see this, note that with a 3% tax rate, round
liabilities often imply particularly odd amounts of turnover. Pooling all tax returns filed
between 2015-2016, we document that more than 40% of the filed returns were such that
the resulting liability was a multiple of 10. Importantly, these figures are not adjusted ex-
post by the tax authority, but represent the raw numbers as appearing in the tax returns.
This finding is inconsistent with standard models because there is neither an incentive to
report nor any other reason for having such amounts of turnover. Instead, it suggests that
the tax schedule gets inverted and certain payment amounts are targeted.
Exploiting the panel structure of the data, we show that the two empirical patterns are
strongly connected. Firms that exhibit round payments prior to the reform have a much
larger probability of bunching above thresholds than those that do not (or less so). This
correlation is highly significant and robust to several alternative specifications. Leveraging
administrative data on tax audits, we control for audit experience as well as various other
characteristics and find that they neither change the significant effect of round payments
nor have a significant effect themselves.
These empirical facts are puzzling as they are inconsistent with predictions from standard
models of tax compliance. Thus, we present complementary results from a survey we
conducted of 517 firms registered for turnover tax in Lusaka, the capital and largest city
in Zambia. On average, the sample of surveyed firms matches the administrative data in
terms of size, sector and gender. Several insights can be retrieved from the survey results.
The most striking result concerns the interactions between taxpayers and the Zambia Rev-
enue Authority (ZRA). Nearly half of all respondents report to discuss the tax payments
they are going to make with officials from the ZRA before filing their tax returns, or that
such discussions are common. Of those, again half explicitly state that these discussions
serve the purpose of finding agreements with officials on what should be paid. Put differ-
ently, firms bargain with officials over their tax payments. In line with the observations
outlined above, the respondents state that bargaining evolves around the payment itself

ating income is always costly (c.f. Kleven, 2016; Kleven and Waseem, 2013; Saez, 2010).
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rather than the correct turnover. Furthermore, we estimate a significant and negative
relationship with discussions over tax payments and the perceived probability of being for-
mally audited for tax purposes. Bargaining over taxes could therefore serve as a preemptive
measure to forego the formal procedure of filing and potentially being audited.

Motivated by these findings, we propose a theoretical framework of tax bargaining which
can rationalize the empirical facts. We consider a risk averse firm choosing its tax payment
conditional on its true tax liability (Allingham and Sandmo, 1972). The tax authority
receives utility from tax revenues and penalty payments but incurs costs from auditing. We
show that there exists a region of pareto-improving tax payments in this situation: relative
to the standard non-cooperative case where audits induce risk for the taxpayer and costs
for the tax authority, both parties are better off when agreeing on certain payments and
not making any audits. This creates a potential surplus, which, in the model, is divided
via Nash-bargaining.

The framework rationalizes both empirical facts. First, bargaining often leads to round-
number outcomes, as round numbers can serve as focal points (Janssen, 2006; Pope, Pope,
and Sydnor, 2015; Schelling, 1960). In the model, we also show that the set of payments
which is bargained over is detached from a taxpayer’s true liability, which is consistent
with the notion that bargained payments often simply end up on round figures. Second,
notches (i.e. discrete jumps in tax liability) effectively introduce regions of payments which
cannot be reached anymore. This restricts the bargaining set and agreed upon payments
accumulate just below but also just above the threshold. Importantly, our model also offers
an explanation for why bargaining over taxes might be especially prevalent in less developed
economies, with limited state capacity. A key feature of state capacity is the efficiency of
tax audits. This efficiency crucially hinges on third-party reporting which is oftentimes
non-existent for small businesses in less developed economies (Kleven, Kreiner, and Saez,
2016). Our model demonstrates that as countries develop and build state capacity, the
increased audit efficiency ultimately removes the scope for bargaining.

Our analyses include several additional pieces of evidence that rule out competing explana-
tions for the observed bunching behavior. One prime concern might be that, in principle,
the fear of being audited by the tax authority could incentivize firms to bunch above the
threshold instead of below by itself, even in the absence of bargaining. Firms might simply
trade a lower audit probability above the threshold against a larger tax payment. We
address this concerns in four ways. First, we find no significant relationship between the
event of being audited on whether a firm bunches above a threshold or not. Second, we find
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no substantial differences in empirical audit probabilities above versus below thresholds.
Third, simulations from a standard model of tax evasion (Allingham and Sandmo, 1972;
Kleven, Knudsen, Kreiner, Pedersen, and Saez, 2011) show that even if perceived audit
probabilities above- and below the threshold differ strongly, bunching above the threshold
is highly unlikely to occur. We demonstrate that even under extreme assumptions where
the probability of being audited jumps from 10% above to 30% below the threshold, only
firms that evade at least 83% of their turnover would choose to stay above the threshold.
Lastly, we run a randomized survey experiment to find that also shifting a firm’s per-
ceived audit probability upwards does not increase its stated propensity to bunch above
a threshold. We provide further evidence to rule out optimization frictions or mistakes as
an explanation for the observed bunching behaviour.

It is important to note, that the bargaining situations considered in this paper are distinct
from mere corruption (Hindriks, Keen, and Muthoo, 1999; Khan, Khwaja, and Olken, 2016)
where the tax collector receives bribes in exchange for lying. Bunching above thresholds–
instead of below can hardly be rationalized with such collusion between taxpayer and
tax collector. Both parties would always have a clear incentive to declare turnover below
the threshold and share the difference in tax liability. Our survey also elicits that the
share of firms bribing tax collectors is much smaller than the share of firms engaging in
bargaining. Finally, our model suggests that the government also benefits from bargaining
through saving audit costs. Instead, we argue that incentive schemes for tax collectors may
increase their effort in bargaining. We find that once a tax office hits its revenue target –
and bonuses are being paid out to collectors – less firms tend to bunch above thresholds.

This paper contributes, first and foremost, to the literature on how tax administration is
shaped by the institutional context of developing countries (e.g., Besley and Persson, 2014;
Gadenne and Singhal, 2014; Gordon and Li, 2009a; Okunogbe and Tourek, 2024). Among
others, Olken and Singhal (2011) document that, for a large share of the population, tax
collection and public service provision is organized entirely outside of formal institutions.
Within formal institutions, recent studies have shown that engaging non-state actors such
as local elites in tax collection (Balan, Bergeron, Tourek, and Weigel, 2022) or subsidy
targeting (Basurto, Dupas, and Robinson, 2020) can overcome informational barriers and
thus produce more efficient outcomes in low-income countries. Along these lines, Okunogbe
and Pouliquen (2022) and Aman-Rana and Minaudier (2024) show that the digitization
of tax collection and thus removal of personal interactions between taxpayers and tax
collectors can partly lead to lower revenue collection. To the best of our knowledge, this
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paper is the first to show that such interactions can serve as a mechanism to determine
tax payments through bargaining – an informal arrangement from which both parties,
taxpayers as well as the tax authority, benefit. Aman-Rana, Minaudier, and Sukhtankar
(2023) study another such informal arrangement, namely apparent corruption. In line
with our interpretation, they argue that such arrangements constitute devices to overcome
the low state capacity of governments in lower income countries. Regarding corrupt tax
officials, Khan, Khwaja, and Olken (2016) and Hindriks, Keen, and Muthoo (1999) analyse
situations where officials and taxpayers collude and lie about true tax liabilities. In this
paper, we present empirical patterns that can hardly be rationalized by the presence of
corruption. Instead, our finding of bunching above thresholds is consistent with bargaining
even in the absence of corruption.

We further add to the broader literature on taxation and development from which, so
far, particularly little is known about firm responses to taxation in low-income countries.3

Most existing evidence is from Rwanda where it has been shown that a substantial share
of registered firms is economically inactive (Mascagni, Santoro, Mukama, Karangwa, and
Hakizimana, 2022) and many firms simply always file the same amount (Tourek, 2022).
Relatedly, Almunia, Hjort, Knebelmann, and Tian (2023) document how firms in Uganda
depart from alleged profit-maximizing behavior when filing taxes. We document similar
albeit novel facts for the case of Zambia – another low income country – and offer bargaining
over taxes as a yet underexplored explanation. Methodologically, our study contributes to
and builds on work investigating how incentives are navigated by firms in low enforcement
environments (Anagol, Davids, Lockwood, and Ramadorai, 2022; Bachas and Soto, 2021;
Best, Brockmeyer, Kleven, Spinnewijn, and Waseem, 2015; Kleven and Waseem, 2013). In
particular, by contrasting the case of small firms in a least developed country to what is
known about larger firms in countries at other stages of development, we highlight that
the established predictions may not hold universally across the developing world.

The remainder of the paper is structured as follows. After section 1.2 details the insti-
tutional background, section 1.3 explains the data sources and empirical methodology.
Section 1.4 shows the results from the administrative data and the survey. Section 1.6
rules out other explanations than bargaining. The theoretical framework is presented in
Section 1.5. Section 1.7 concludes.

3Zambia switched frequently between low income and lower-middle income status according to the World
Bank and only moved from low income to lower-middle income status in 2023.
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1.2 Background

Zambia is a lower middle-income country and classifies as a least developed country ac-
cording to the United Nations (2023). In 2021, it had a population of 20 million people, a
GDP-per-capita of USD 1137 PPP and a tax-to GDP ratio of about 16%. It thus closely
resembles the average Sub Saharan African country along these dimensions (ATAF, 2018).
Its tax-to-GDP ratio is low compared to the OECD country average of 34% and just
above the ratio deemed necessary to meet basic needs of citizens and businesses (Gaspar,
Jaramillo, and Wingender, 2016).

Business taxation. In principle, every business in Zambia is required to be registered with
the tax authority. However, as in all lower income countries, the majority of firms in Zambia
is small and informal (not registered with the tax authority). Official statistics estimate
that the informal sector accounted for nearly 90% of the country’s employment in 2014
(Ministry of Labour and Social Security, 2018). Among the firms that are under the tax
net, there is a crucial size distinction for how the tax base is determined. Businesses with
annual turnover above ZMK 800,000 (≈ USD 31,000) are liable for the corporate income
tax (CIT) where taxes apply to profits. Additionally, businesses are required to register for
the Value-Added-Tax (VAT). If a business falls below this threshold it is liable for turnover
tax in which, akin to a pure sales tax, taxes apply on turnover – at substantially lower
rates. Such systems are applied widely among lower income countries with the intention
to simplify tax compliance by allowing for a simple measure of the tax base and thus tax
liability.4 More than 80% of Zambia’s taxpayer population is registered only for turnover
tax, highlighting that also the formal sector constitutes mainly of small firms. For firms
under turnover tax, voluntary VAT registration is possible but very uncommon. Turnover
taxes thus matter for a large share of the population and hence arguably for welfare.
However, turnover taxes only account for less than 5% of total tax revenues.
It is common in Zambia to make tax payments in cash or per cheque. In 2016, more than
90% of tax payments were done in this way. Notably, this figure stood at about 20% in
2021, and thus, has decreased drastically throughout our study period. These numbers
are aggregates for all tax types and likely to be larger for turnover tax payments (Zambia
Revenue Authority, 2022).

4Other examples of turnover tax systems in Africa include Nigeria, Kenya, Ghana, Uganda, Rwanda,
Tanzania, Cameroon. Hoy, Scot, Oguso, Custers, Zalo, Doino, Karver, and Pillai (2024) provide a recent
overview of such systems in Africa.
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Table 1.1: Turnover Tax Schedule 2017-2018

Turnover (in ZMK) Tax Liability (in ZMK)
0 - 3000 0
3000 - 4,200 3% of monthly turnover above 3,000
4,200.01 - 8,300 225 per month + 3% of monthly turnover above 4,200
8,300.01 - 12,500 400 per month + 3% of monthly turnover above 8,300
12,500.01 - 16,500 575 per month + 3% of monthly turnover above 12,500
16,500.01 - 20,800 800 per month + 3% of monthly turnover above 16,500
Above 20,800 1,025 per month + 3% of monthly turnover above 20,800

Notes: This table depicts the turnover tax schedule which was in place in Zambia throughout 2017 and 2018. Tax
liability increases discretely at 4200, 8300, 12500, 16500 and 20800. For example Liability is 36 = (4200 − 3000) × 0.03
at 4200 and 225 at 4200.01. This creates discontinuities in the budget set, referred to as notches.

Another crucial feature of tax compliance are personal interactions with tax officials. Ac-
cording to the World Bank Enterprise Surveys, more than 80% of small firms state to
regularly visit tax officials in person. This ratio is slightly higher but comparable to other
sub-saharan countries (∼ 60%) but twice as large as the world average (∼ 40%). On the
other hand, corruption through tax collection is relatively low. Only 3.4% of small firms
pay bribes to tax officials compared to the world average of 9.8%.5

Turnover tax reforms. The turnover tax in Zambia applies to monthly sales and there-
fore returns have to be filed and payments have to be made on a monthly basis. The
system was introduced in 2009 and initially levied a tax rate of 3% on gross sales of firms
with annual turnover below the CIT threshold. In 2017, the flat rate of 3% was replaced
by a graduated bands schedule: turnover thresholds were introduced above which fixed
payments had to be paid. Additionally, the turnover in excess of the threshold, was taxed
at 3%. This created 7 tax brackets, described in Table 1.1.
Each threshold (except the first) implies a discrete jump in tax liability and thus in the
average tax rate. For example, with a turnover of 4200, a firm had a tax liability of
36 (= (0.03 × (4200 − 3000)). With 4200.01, the tax liability becomes 225. The average
tax rate thus jumps from ∼ 1% to ∼ 5%. Such discrete changes in the average tax rate
are referred to as notches in the literature (Kleven and Waseem, 2013; Slemrod, 2013).
Our empirical analysis exploits these notches to study firm responses to taxation. For this
exercise, the Zambian turnover tax is especially appealing as neither the thresholds nor the
payment amounts coincide with salient round numbers which could serve as psychologically

5The data can be retrieved from https://www.enterprisesurveys.org/en/data/exploreeconomies/
2019/zambia. Last accessed: June 12th, 2024.
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appealing focal points. The reasoning behind the tax reform was that applying the same tax
rate to firms of all sizes was perceived as regressive. In contrast, the tax schedule became
partly regressive only after the tax reform. Fixed payments combined with a linear tax
rate imply that the average tax rate is decreasing in turnover within each bracket. The tax
reform therefore represented an ill-fated attempt to alleviate the concern of regressivity.
In 2019, the schedule was again replaced by a flat schedule, this time with a rate of 4%.

1.3 Data & Methodology

In this section, we first explain the different data sources from both administrative records
and the survey. Then, we describe the empirical methodology.

1.3.1 Data sources

Administrative data on tax returns. The administrative data used in this study has
been provided by the ZRA and comprise the universe of turnover tax returns that have
been filed in Zambia between 2015-2021. Each tax return contains information on the
taxpayer identification number, total turnover amount, the tax liability, the tax office re-
sponsible for the taxpayer, the date a firm has registered for turnover tax and the period
to which the tax return relates. The period is usually a calendar month. However in some
cases, returns are covering multiple months. In total, the dataset includes more than 5.3
million firm-month observations. Additional sector information is available for a smaller
subset.

Administrative data on tax audits. We further observe audits under turnover tax
which can be matched to taxpayers and the time periods to which they apply. While the
reporting frequency for turnover tax is monthly, audits may apply to longer periods which
means that multiple tax declarations are inspected. The audit data provides information
on whether the audit resulted in payments of penalties or owed taxes.

Survey data. We complement the administrative data with a survey of Zambian firms.
The survey data was collected throughout November and December of 2023.6 A local
team of six surveyors, hired through the survey provider Center for Evaluation and De-
velopment (C4ED), collected responses to 30-40 questions of 517 firms under turnover

6The survey was designed and contracted by Daniel Overbeck alone, independently of Eliya Lungu or ZRA.
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taxation in Lusaka, the capital city of Zambia. The interviews were based on a customized
questionnaire and conducted in person. Access to information on taxpayer addresses is
restricted by ZRA policy. Thus surveyors randomly approached small firms in Lusaka’s
main business areas to find survey participants. As questions on taxation can be sensi-
tive, we believe an in-person approach to build a more trusting environment and thus to
be better suited than phone interviews in this case (Blattman, Jamison, Koroknay-Palicz,
Rodrigues, and Sheridan, 2016).
As survey respondents can not be linked to the administrative data, respondents were ini-
tially asked whether their business was registered for turnover tax or not and a number of
questions served as checks as to whether their response was credible. Additionally, only
if firms stated to have average monthly turnover of less than ZMK 70,000 (≈ turnover
tax threshold/12), the interview was continued. It was emphasized that the study was
conducted independently of the ZRA and in fact, not even the surveyors were aware of any
connection.
After the initial entry questions, firm characteristics such as sector, gender of the owner,
number of employees and average turnover among others were collected. On average, sur-
vey sample firms are comparable to firms appearing in the administrative data. Further
questions regarding accounting– and tax filing practices followed. The final part of the
interview consisted of a randomized lab-in-the-field experiment, specifically designed to in-
vestigate potential channels driving the empirical facts established from the administrative
data.

1.3.2 Empirical approach

The empirical analyses of the administrative data largely rely on the estimation of bunch-
ing behavior (Kleven, 2016), a method to estimate local responses to certain thresholds.
In particular, we compare the distribution of turnover tax returns observed in the data to
a counterfactual distribution we estimate from a subsample of the data, omitting certain
points of interest.

Bunching. We estimate two kinds of bunching behavior. The first kind we are interested
in focuses on the tax bracket thresholds. More precisely, we investigate behaviour around
the notches at which tax liability increases discretely. Through the lenses of conventional
economic models, such discontinuities offer clear incentives for firms to behave in a certain
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way. Here, we focus on the simple intuition behind these incentives.7 To understand the
incentives, one should consider the budget set a firm is facing i.e. its net-of-tax turnover
when the tax schedule features a notch. Panel (a) of Figure 1.1 sketches the budget set as a
function of turnover around a notch akin to the ones in Table 1.1. Above the threshold, net
of tax turnover drops and only exceeds net-of-tax turnover at the threshold when turnover
is substantially larger. The red segment thus delineates a ’dominated range’ in which a
firm would be strictly better off with either lower or larger turnover. The incentives that
are created by the notch are expected to result in a particular density of tax returns around
the notch. Panel (b) of Figure 1.1 delineates this predicted density of tax returns (in the
absence of optimization frictions). Firms are expected to be either reporting turnover just
below the threshold or substantially above the threshold. As no firm would have turnover in
the dominated region, we would expect a hole in the distribution just above the threshold.
To now estimate the extent of bunching below the threshold we proceed as follows. We
coarsen the turnover data into bins of width 100 ZMK and draw on the approach developed
by Kleven and Waseem (2013), in which we control for the affected turnover range, in which
we would expect either excess mass (bunching) or missing mass (too little tax returns). To
also account for potential bunching at round turnover as well as round liability amounts,
we include dummies for both cases. The estimating equation reads
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where j refers to a certain bin (i.e. (4100,4200]). cj and zj capture the density (i.e. number
of tax returns) and the upper bound of bin j (i.e. zj = 320). The equation estimates a
polynomial approximation of the distribution of tax returns across turnover bins. βj denote
the coefficients of the polynomial vector. The coefficients ξn and ρr account for the influence
of round numbers on both the liability as well as the turnover level. Turnover (i.e. the
tax base) is denoted by k and the tax schedule is denoted by T (). The two indicator
functions represent dummies for whether a turnover amount within a given bin coincides
with a tax liability which is divisible by 10 and whether an upper bound of the bin itself
coincides with a round number, respectively. zL and zU denote the lower and upper bound

7Thorough theoretical treatments of bunching at notches are available in Kleven and Waseem (2013), Bachas
and Soto (2021) or Slemrod (2013)
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Figure 1.1: Bunching concept
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Notes: This figure illustrates the concept of bunching at notches. Panel (a) plots the budget set (i.e. net of tax turnover) on
the vertical axis and turnover on the horizontal axis. The budget set is linear before the threshold, then drops discretely at
the threshold and continues linearly from there on constituting. This notch establishes a dominated range (colored in red)
above the threshold where net-of-tax turnover can be increased by either lowering or increasing turnover. Based on this tax
schedule, panel (b) plots the expected distribution of firms around the threshold. One expects an accumulation i.e. bunching
of firms just below the threshold and zero mass above the threshold within the dominated range.

of the affected region, respectively. These parameters are chosen in an iterative procedure.
We start with zL = zU and increase zU until the area above the counterfactual (excess
mass in the data) equals the are between data and counterfactual (missing mass). The
counterfactual distribution is retrieved from estimating Eq. (1.1) and then fitting ĉj while
excluding γ̂i (i.e. the effect of being in the affected region). The counterfactual in this case
therefore estimates the density of tax returns in the hypothetical absence of a notch. The
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extent of bunching below the threshold is finally estimated by

Bbelow =
∑z̄

j=zL
cj

1
|j∈[zL,z̄]|

∑z̄
j=zL

ĉj
(1.2)

To illustrate that the canonical model (and with it its predictions) might not be applicable,
we estimate bunching responses also above the threshold. This is done by comparing the
counterfactual distribution as estimated by Eq. (1.1) in the first bin above the threshold
with the observed data mass in the same bin.

Babove = cz̄+100
ĉz̄+100

(1.3)

If the canonical frictionless model is applicable, then Babove = 0. If there are optimization
frictions Babove may be larger than 0 but less than 1 (Kleven and Waseem, 2013). We
calculate standard errors on both bunching numbers as well as zU can by bootstrapping
the residuals in Eq. (1.1).
The second kind of bunching revolves around round number tax liabilities. As is well
documented in the literature, tax data, especially from low-and middle income countries
often features bunching at round numbers. The round number focus has thus far been on
the tax base level and is usually attributed to poor record-keeping by taxpayers (Carrillo,
Donaldson, Pomeranz, and Singhal, 2022; Kleven and Waseem, 2013). In this study, we
estimate bunching at round number tax liabilities instead. With a tax rate of 3%, the
Zambian setting allows us to distinguish between bunching at round liabilities and round
turnover amounts. To see this, one can consider a firm desiring to pay (for some reason)
100. The amount of turnover it needs to report is 100

0.03 = 3333.33. Clearly, neither lazy
reporting nor firms actually having such a turnover and declaring it truthfully could explain
an accumulation of observations at such odd amounts.8 To get a sense of whether firms
are in fact focusing on round liability points we estimate bunching at such odd turnover
amounts. We do so by binning the distribution of tax returns into bins of width 10 ZMK
and estimating the following equation:

8If a firm, however, desires to pay 30 it would need to report then 30
0.03 = 1000. In this case, one could

not know from the data whether the firm reported 1000 because of lazy reporting or because 30 was the
desired payment amount.
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cj =
p∑

i=0
βj(zj)i +

∑
n∈N

ξn1
[
∃k ∈ j|T (k)

10 = n

]
+

∑
r∈{100,500,1000}

ρr1
[
zj

r
∈ N

]
+ηj (1.4)

where the variables are defined as in Eq. (1.1).
We estimate the extent of bunching at round number tax liabilities by first fitting ĉj as
estimated by Eq. (1.4) while excluding the ξ̂n, but including ρ̂r. We then compare this
fitted density ĉj to the observed density cj to calculate a bunching coefficient for a round
number liability r in bin j:

Br = cj

ĉj
. (1.5)

As above one can calculate standard errors to these estimates by bootstrapping the resid-
uals from Eq. (1.4).

1.4 Empirical facts

In this section, we apply our empirical methodology to the administrative tax data and
establish two stylized facts, which are at odds with predictions from standard models of
tax compliance. Furthermore, we present evidence from our own survey, describing how
taxation works for small firms in Zambia.

1.4.1 Facts from the administrative data

Bunching below and above notches. We begin by estimating bunching responses
to the notches in the tax schedule, which were introduced in 2017 (cf. Table 1.1). For
our estimation we pool all tax returns that have been filed between January 2017 and
December 2018 and thereby cover the whole time period the schedule was in place. It is
worthwhile to mention that the Zambian schedule during that time is particularly suitable
to estimate behavioral responses to taxes as the thresholds at 4200, 8300, 12500, 16500 and
20800 neither represent very salient numbers of turnover, nor are they associated with any
other kinds of discontinuities in terms of benefits or taxes. Methodologically, we estimate
bunching around thresholds as explained. In particular, we compare the distribution of
tax returns around the threshold to the estimated counterfactual distribution. The latter
is derived from estimating Eq. (1.1) and then fitting the density ĉj while omitting the
effects of the γi’s i.e. omitting the affected range around the notch. As illustrated in
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Figure 1.2: Bunching below and above the threshold
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Notes: This figure plots the results of estimating bunching at the 4200 threshold. The black line depicts the empirical
density. The yellow line depicts the counterfactual density as estimated by Eq. (1.1), accounting for round turnover amounts
as well as round payment amounts. The black solid vertical line marks the threshold at which tax liability increases discretely
i.e. the notch. The red area depicts the dominated range. The grey dashed vertical line depicts the upper bound of the
omitted region zU . Estimates of bunching below and above the threshold are derived from Eq. (1.2) & (1.3) and compare the
counterfactual to the empirical density. Standard errors are derived from bootstrapping the residuals of the counterfactual
density estimation and shown in parentheses. Data source: ZRA. Years: 2017,2018.

Figure 1.1, standard models of tax compliance predict the empirical density to exceed
the counterfactual density below the notch (bunching) and to be substantially below the
counterfactual above the threshold.
Figure 1.2 provides graphical evidence of the bunching patterns. It contrasts the empiri-
cal density with the counterfactual density across turnover bins of width 100 ZMK. The
dominated range is marked as red. Clearly, the counterfactual density approximates the
empirical density well up to the 4100 bin. Furthermore, beyond the estimated upper bound
of the affected region zU , the counterfactual approximates the empirical density well. Fo-
cusing on the area just below the notch, in bin (4100,4200], there is a strong spike in the
empirical density exceeding the counterfactual density by far. The extent of bunching is
estimated by Eq. (1.2) which gives a bunching coefficient of Bbelow = 4.35, implying that
there are more than 5 times more tax returns at the threshold than is predicted by the
counterfactual. The bootstrapped standard error of 0.36 shows its statistical significance
at the 99% level. Appendix 1.A shows that neither after nor before the notched schedule
was in place, the distribution of tax returns featured bunching at these amounts.
When focusing on the region above the threshold, Figure 1.2 reveals another striking
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feature, which is at odds with the elaborated expectations. In particular, the empirical
density also exceeds the counterfactual density in the first bin above the threshold. We
quantify the extent of bunching above the threshold by following Eq. (1.3). The bunching
estimate is Babove = 1.3. It is statistically significant at the 99% level with a bootstrapped
standard error of 0.22. This bunching result is robust to using bins of different sizes as well
as to relying on a completely non-parametric approach using the pre-reform distribution
as the counterfactual (see Appendix 1.A). Recall, that the standard theory, as delineated
in Figure 1.1 predicts no tax return to appear within the dominated range, because the tax
schedule offers clear incentives to reduce turnover to below the notch. Instead of a sharp
decline above the notch in the density above the notch, we find strong and significant
bunching within this range.

To shed more light on this unexpected bunching response, Figure 1.3 zooms in on the area
around the threshold and plots the density of tax returns in substantially smaller bins of
size 1 ZMK instead of 100 ZMK. The figure clearly shows that the bunching response above
the threshold is very sharp. While there is a strong accumulation of tax returns between
4200 and 4201, the number of tax returns drops for turnover above 4201. To contrast, this
with the incentives the tax schedule is offering at the notch, we plot the average tax rate.
This underlines the puzzling bunching pattern: firms are declaring exactly 1 ZMK more,
even though the average tax jumps from about 1% at 4200 to more than 5% at 4201.

In addition to the threshold at 4200, we estimate bunching responses at the other thresh-
olds. Table 1.2 reports Bbelow and Babove for the all thresholds. The pattern of significant
bunching below as well as above holds across all thresholds. Additionally, also the con-
centration of tax returns which report turnover sharply above the threshold is consistent
throughout. In Appendix 1.A, we provide the plots for these other thresholds and show
that the extent of bunching patterns is very persistent over all 24 months in which the
notched schedule was in place. The last row of Table 1.2 shows that a substantial frac-
tion of tax returns within the first bins above thresholds, reported a turnover between the
threshold and the threshold +1.

To the best of our knowledge, we are the first to document bunching of tax returns in
strictly dominated regions. It is important to note, however, that the literature has high-
lighted the role of optimization frictions which may lead firms to end up in dominated
regions above notches. The idea is that frictions render firms unable to bunch below a
notch exactly and thus they end up above the notch. However, there is no reason to expect
that frictions will lead to bunching at a specific point in the dominated region. This is also

27



Bargaining Over Taxes

Figure 1.3: Sharp bunching above the threshold
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Notes: The black solid line plots the empirical distribution of tax returns around the 4200 threshold with bin size of ZMK
1. The dashed orange line plots the average tax rate that firms are facing given their turnover. Data Source: ZRA. Years:
2017,2018.

confirmed by existing empirical evidence, which shows that frictions lead to diffuse mass
and not bunching above thresholds (e.g., Anagol, Davids, Lockwood, and Ramadorai, 2022;
Kleven and Waseem, 2013). We thus rule out optimization frictions as the main driver
of these bunching results. Further evidence and a discussion on the role of optimization
frictions are provided in Section 1.6.2.

Bunching at round number tax liabilities. We also estimate bunching at round
number tax liabilities. To do so we, we pool all tax returns filed between 2015 and 2016 and
proceed as described in Section 1.3.2. During these two years, the tax schedule featured
a flat rate of 3% for all businesses irrespective of their size. This allows us to cleanly
distinguish between bunching at round numbers of the tax base and bunching at round
number tax liabilities. Figure 1.4 contrasts the the density of tax returns as observed
in the data with the counterfactual density over the binned turnover distribution. The
counterfactual density resembles the fitted values ĉj as estimated by Eq. (1.4) without the
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influence of the round number tax liabilities (i.e. omitting ξn) but accounting for potential
bunching at round number turnover. Bunching at round number tax liabilities is present
whenever the density in data exceeds the counterfactual density in a given bin.
Panels (a) to (c) of Figure 1.4 provide striking visual evidence of such bunching. The
empirical density features several mass points at which it exceeds the counterfactual density
by far. Further, the extent of the bunching increases with the salience of “roundness”. For
example, while there is a strong bunching of tax returns at 1333.33 ZMK, which implies
a liability of 40 ZMK (and is not captured by the counterfactual), the extent of bunching
at 1666.66 ZMK, which implies a liability of 50 ZMK is nearly four times as large. The
same observation holds for other multiples of 50, as highlighted in the figures. In most
cases, our estimated counterfactual captures bunching at round number turnovers well and
the discrepancies between empirical and counterfactual densities are small. In a number
of cases, however, round turnover amounts and round number tax liabilites coincide. This
is true for e.g. all multiples of 1000. Overall, bunching at round number tax liabilities is
strong across a wide range of turnover. In Appendix 1.B, we provide the corresponding
bunching estimates for all liabilities which are divisible by 10, show that the patterns are
persistent across time and further, that out of all tax returns filed between 2015 and 2016,
40% imply a tax liability divisible by 10.
To the best of our knowledge, we are the first to show clear evidence of bunching at round

Table 1.2: Bunching estimates

Thresholds k̄
4200 8300 12500 16500 20800

Bbelow 4.35 2.6 0.94 2.04 1.53
(0.36) (0.33) (0.21) (0.43) (0.13)

Babove 1.3 1.31 0.49 0.95 0.55
(0.22) (0.21) (0.17) (0.42) (0.08)

Sharp bunchers 37% 37% 19 % 31 % 17%
Notes: This table shows the estimated bunching coefficients for bunching above (Eq.

(1.2)) and bunching above (Eq. (1.3)) for all notches. Standard errors are derived from
bootstrapping the residuals of the counterfactual density estimation and shown in paren-
theses. The last row depicts the share of sharp bunchers i.e. tax returns with turnover
within the first bin above the threshold which report between the threshold and the thresh-
old +1 i.e. bunch sharply above the threshold. Data source: ZRA. Years: 2017,2018.

29



Bargaining Over Taxes

Figure 1.4: Round Liability Bunching

a) Turnover 1000-4000
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b) Turnover 4000-7000
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c) Turnover 7000-10000

Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250Pay 250

0

500

1000

1500

7000 7200 7400 7600 7800 8000 8200 8400 8600 8800 9000 9200 9400 9600 9800 10000
Turnover

N
um

be
r 

of
 ta

x 
re

tu
rn

s

Counterfactual

Data

Notes: This figure plots the results of estimating bunching at round liability figures over the range 1000 to 10,000. The black
line depicts the empirical density. The yellow line depicts the counterfactual density as estimated by Eq. (1.4). Bunching at
payments of 50, 100, 200 and 250 are highlighted by arrows. Data source: ZRA. Years: 2015,2016.

30



1.4. Empirical facts

number tax liabilities. This type of bunching is yet undocumented in the literature, but
highlights that the payment amount itself rather than the declared tax base is the salient
amount when tax returns are filed.

Bunching at round liabilities predicts bunching above thresholds. In a next step,
we show that the behaviors underlying these two empirical facts are linked. We start by
identifying firms that ever bunch above a threshold in the years 2017-2018. Exploiting
the panel structure of the data, we then regress an indicator for whether a firm has ever
bunched above on the share of the firm’s tax returns prior to 2017 that were rounded at the
liability level, i.e. imply a liability divisible by 10. To clearly distinguish from rounding at
the turnover level, we do not include returns with a turnover divisible 1000, which implies
both round liability and round turnover.
We include control variables across multiple dimensions.9 First, we include several other
pre-reform characteristics. Analogous to the variable capturing rounding at the liability
level, we calculate the share of tax returns with round turnover amounts prior to the
reform. We further calculate the share of tax returns with turnover that is exactly equal to
the firm’s previous month’s tax return. This variable captures the phenomenon that firms
in lower income countries may rely on past tax returns as a heuristic and simply file the
same amount again (cf. Tourek (2022)). Finally, we account for the extent of pre-reform
compliance (i.e. how often a tax return has been filed).
Second, we make use of the audit data to control for whether a firm has ever been audited
and whether a payment of penalties or owed tax had to be made. We include sector- and
tax office fixed effects for all regressions.
Table 1.3 presents the results. The different columns correspond to 3 different specifi-
cations, gradually including more controls. In all specifications, the strongest and only
statistically significant predictor for whether a firm ever bunches above is exerting round
tax liabilities. Overall, the results imply that a 1 percentage point (pp) increase in the
share of tax returns with a round liability is associated with a 0.3 pp larger probability of
bunching above a threshold. This implies an increase of 16% relative to the baseline. This
effect is stable and significant at the 99% level throughout all three specifications. Further
insights can be gained by inspecting the effects of the other regressors. First, we observe no
significant effect of turnover rounding, speaking against the explanation that the observed
phenomenon is a mere issue of bad record keeping. Second, targeting past payments is not

9As shown in Appendix 1.A, neither any specific sector nor any specific geographic location are significant
predictors. Regressions on either tax-office or –sector fixed effects deliver a R2 of about 0.001.
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Table 1.3: Predictors for bunching above

Dependent variable:
Ever bunched above (0/1)

Firm characteristics (1) (2) (3)
Liability rounding 0.165∗∗∗ 0.168∗∗∗ 0.167∗∗∗

(0.011) (0.012) (0.012)

[Liability × Turnover] rounding 0.147∗∗∗ 0.152∗∗∗ 0.151∗∗∗

(0.011) (0.012) (0.012)

Turnover rounding −0.006 −0.003 −0.004
(0.011) (0.011) (0.012)

Targeting past payments −0.014 −0.013
(0.016) (0.016)

Audited (0/1) 0.015
(0.056)

[Audited × Penalty] (0/1) 0.097
(0.064)

Pre-reform compliance 0.00003
(0.0003)

# Firms 18,516 18,516 18,516
Taxoffice FE
Sector FE
Baseline mean 0.019 0.019 0.019
R2 0.023 0.023 0.023

Notes: This table shows the estimated correlations between bunching above thresholds and firms’
behavioral characteristics prior to the notched schedule (Years 2015, 2016). ’Liability rounding’ denotes
the share of a firm’s tax returns which are rounded at the liability level (with a round liability but odd
turnover, e.g. 3333.33). ’Turnover rounding’ denotes the share of tax returns rounded at the turnover
level. ’Targeting past payments’ is the share of tax returns with turnover that is exactly equal to
the firm’s previous month’s tax return.’Audited’ is an indicator for whether a firm has been audited.
’Penalty’ is an indicator for whether a firm had to pay a penalty due to tax reasons. ’Pre-reform
compliance’ measures how often the firm has filed taxes prior to the reform. Data source: ZRA. Years:
2015-2018.

a significant predictor of bunching above suggesting that the heuristics on past payments
plays a minor role. Third, the experience of being audited itself does not have a large
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influence on the outcome variable. Though, we do see a sizable effect of whether a firm
has had penalty payments from tax audits, this effect is insignificant10 and importantly
its inclusion in the regression does not alter the effect of the strongest predictor: liability
rounding.

1.4.2 Results from a firm survey

The empirical facts established from the administrative data show a stark contrast to the
behaviour of firms under standard assumptions. However, as is typical for administrative
data, it contains only limited information on firms’ characteristics and no information on
tax compliance behavior. Thus, we complement our analysis with findings from our own
survey, which we described in Section 1.3.1.

Sample. Overall, 517 firms were surveyed in Lusaka in November and December 2023.
Firm owners were quasi-randomly selected and approached in-person by the surveyors.
The quasi-random selection followed a "snow-ball procedure". Once consent was given, the
interview of approximately 30 questions started. A size restriction on a firm’s turnover was
put in place to ensure capturing only small firms. Figure 1.5 compares the distribution of
sectors across firms in the survey with the administrative records. As the share of firms
within most sectors aligns well, the survey can be considered representative for the firm
population.

Firm characteristics. Panel A of Table 1.4 provides information on general firm charac-
teristics. Half of all firms had not more than 2 employees (25% had no employees) and on
average monthly turnover was ZMK 24,000. In 35% of cases, the owner was female and the
most common sector was wholesale & trading. The results show that the vast majority of
firms keeps detailed records of sales (i.e. turnover) and more than half of those keep track of
those in a more proficient way than solely on paper logs. Interestingly, an even larger share
states to keep detailed records of costs. As costs are irrelevant for turnover tax purposes
but relevant for disposable income, this suggests that firms care more about what is paid
in taxes ultimately rather than what the correct turnover is. It also suggests that firms are
not generally lacking the resources to keep sales records. Further, tax literacy appears to be
widespread. 96% state the correct turnover tax rate when asked and 80% are educated to at

10Audits have very low explanatory power, even when taken at face-value. The R2 when only keeping audit
variables as regressors is 0.003.

33



Bargaining Over Taxes

Figure 1.5: Industry compositions of firm samples; by data source
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Data: ZRA (administrative data) and own collected data (survey data). Years: 2015-2021 (administrative data) and 2023
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least a college degree. Finally, as opposed to a key assumption in standard models, 93% of
surveyed firms state not to incorporate their tax liability when making business decisions.
This implies that the marginal tax rate is irrelevant for the firm’s optimization problem
and thus, doing business and deciding on the reported tax base pose two separate problems.

Tax behaviour. Panel B of Table 1.4 concentrates on tax behavior. The most striking
pattern which emerges is that discussions between officials and taxpayers about the tax
payment is commonplace. Focusing on firms that were active during the period in which
the notched schedule was in place (2017, 2018), 55% of respondents said they discuss the
payment they are going to make with an official before filing their tax return or that such
discussions are common. Overall, the share of firms stating to discuss payments with tax
officials is 42%. Out of these responses, more than a third explicitly stated that during
such discussions taxpayer and tax official "find an agreement" on what should be paid.
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Table 1.4: Characteristics and tax behavior of surveyed firms

Mean N
(1) (2)

Panel A: General

Female (owner) 0.35 517
College or higher (owner) 0.8 517
# employees (median) 2 517
monthly turnover in (ZMK, average) 24,000 517
Firm does business with government 0.25 517

Whether firm keeps detailed records of sales 0.89 517
- only on paper 0.39 451
Whether firm keeps records on expenditures 0.95 517
Whether firm knows turnover tax rate 0.96 515

Whether firm thinks about tax liability when making business decisions 0.07 517
Panel B: Taxes

Whether firms (including self) discuss payments with tax officials before filing
All firms 0.42 517

- "to agree on payments" 0.36 216
- "to clarify tax liability" 0.57 216

Firms active during notched schedule (2017, 2018) 0.55 193

Perceived probability of being audited for tax reasons 0.19 515

Coef. p-value
- correlation with firm discussing payments -0.05 0.01

Perceived percentage of firms bribing tax collectors 0.15 257
Notes: This table provides results from the survey conducted on firms under turnover tax in Lusaka between November and December 2023. Source: survey

data.

In other words, firms are bargaining over tax payments with tax officials. As we show
formally in Section 1.5, the prevalence of bargaining over tax payments can rationalize
the seemingly irrational empirical facts in the administrative data. Interestingly, there
is a strong and significant negative correlation between discussing tax payments and the
perceived probability of being audited. This could hint at the fact that for the tax authority,
bargaining over taxes before returns are being filed may be a substitute to formal audits
after returns have been filed. Regarding corruption, we find that 15% of firms are deemed to
pay bribes to tax collectors. This is much lower than the share of firms discussing payments
with officials, suggesting that discussions do not serve a mere corruption purpose.
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1.5 A model of tax bargaining

In this section, we show that the prevalence of bargaining rationalizes the observed bunch-
ing patterns. We begin by verbally delineating our main argument before formally intro-
ducing a theoretical model. Alternative explanations, which we rule out, are discussed in
depth in Section 1.6.

1.5.1 Main idea

In many lower income countries, including Zambia, discussions with tax officials play a
crucial role for tax compliance of small firms (cf. Section 1.2). Our survey has elicited
that these discussions often serve the purpose of discussing intended tax payments before
returns are filed and thus can be interpreted as bargaining situations. Against this back-
ground, it is clear that, what is observed as turnover in the tax data has a very different
interpretation. In particular, rather than representing true turnover as a result of economic
activity, tax returns indicate a turnover that results in a payment which is agreed upon
by taxpayers and tax officials. We argue that following this interpretation is important to
rationalize the observed patterns.
To see the argument, it is useful to consider bunching at round number tax liabilities first.
This bunching pattern aligns well with the idea that tax returns represent the outcomes
of bargaining. First of all, it highlights the focus on the actual payment as the salient
amount when filing taxes. Further, a large literature has highlighted that round numbers
serve as focal points in bargaining situations (e.g., Albers and Albers, 1983; Janssen, 2001,
2006; Pope, Pope, and Sydnor, 2015; Schelling, 1960). Thus, the strong accumulation of
tax returns at turnover amounts which imply round payments may indicate that these are
bargained and agreed upon payments. For example, when bargaining, it is more likely that
two parties would settle on a payment of e.g. 100 ZMK instead of 99 ZMK.
Against this background, we turn to rationalize the fact that firms bunch above notches – a
strictly dominated dominated choice through the lenses of standard models. The analysis
so far suggests that firms and tax officials bargain over tax payments and the declared
turnover represents the inverted tax schedule to arrive at the agreed upon payment. Un-
der a flat tax schedule any such payment can be reached. When the tax schedule features
notches, however, these notches effectively introduce regions of payment that cannot be
reached anymore. To see this, one can consider the example of the 4200 threshold in the
Zambian case (cf. Table 1.1). When declaring 4200 ZMK as turnover, the payment will be
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36 ZMK. But when declaring a bit more, e.g. 4201 ZMK, the payment will be 225 ZMK.
Thus, it is not possible to implement a payment between 36 and 225. When firms and
tax officials are bargaining and would have settled on a payment within this interval, the
agreed upon payment will end up either below or above that interval. In the tax data, this
will create bunching on both sides of the notch. In what follows, we provide a theoretical
framework to formalize this idea and offer a microfoundation for bargaining.

1.5.2 Theoretical model

To study how and when bargaining over taxes between taxpayers- and collectors evolves,
we begin by establishing equilibrium tax payments in a non-cooperative setting (without
bargaining). Then, we proceed to characterize pareto-improving payments in a cooperative
setting (with bargaining). We show how the bargained payments relate to true tax liability
and how the scope for bargaining vanishes along the path of economic development. Fi-
nally, we demonstrate how bargaining rationalizes the empirical facts described in Section
1.4.1.

Environment and agents. We consider a taxpayer with turnover z. The taxpayer’s
disposable income is given by y = z − T − π, where T denotes the tax payment and π any
potential penalties. We will refer to the firm owner as the taxpayer in the following. Her
preferences over consumption are described by UF = v(y) with v′() > 0 and v′′() < 0. We
further assume that the inverse of both v() as well as v′() exist. Given turnover z, the
taxpayer needs to decide on the tax payment T . We assume that the firm will never pay
more than it legally owes and thus T ≤ T (z). If T deviates from the the true liability T (z),
such that T < T (z), the taxpayer risks, that, when being audited, the tax authority notices
the discrepancy. In that case, she has to pay a fine (then π > 0). We denote the joint
probability of being audited and caught by p. The fine that has to be paid if caught is
proportional to the evaded amount by factor ξ (cf. Allingham and Sandmo (1972)). The
taxpayer’s maximization problem thus reads:

max
T

E[UF ] = (1−p)v(z −T )+pv(z −T − (T (z)−T )(1+ ξ)) (1.6)

Denoting the solution to (1.6) as T ∗, we can write the expected tax payments and fines in
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the non-cooperative setting as

T nc ≡ (1−p)T ∗ +p(T ∗ +(T (z)−T ∗)(1+ ξ)). (1.7)

On the receiving end of the tax payment is the tax authority. We assume that it has
linear utility UG in tax payments and fines and costs of engaging in audits. The latter
is described as c(p) with c′() > 0 and c′′() > 0, accomodating the notion that increasing
the probability of detecting tax evasion is increasingly costly. Let κ be the elasticity of
costs with respect to the implemented audit and detection probability p: κ = ∂c(p)

∂p
p

c(p) . We
assume that κ ≥ 1.11 The decision problem of the tax authority reads:

max
p

E[UG] = T nc(p)− c(p). (1.8)

Figure 1.6 depicts a numerical example of both utility functions graphically as a function
of the tax payment. The expected utilities in the non-cooperative equilibrium are denoted
by E [UF |T nc] and E [UG|T nc] respectively.

Pareto-improvements through bargaining. We now consider the option of taxpayer
and –authority bargaining over tax payments. As shown in our survey results (cf. Section
1.4.2), such behaviour is a common feature of how tax payments are determined. We
thus extend the model as follows. If both taxpayer and tax authority can agree on a tax
payment in advance, then no audits will take place. Naturally, an agreement may only be
reached if both parties are better off than without bargaining. If there is no agreement,
the outside option realizes which is the non-cooperative equilibrium as described above.
We therefore consider the set of payments which are pareto-improving relative to the non-
cooperative equilibrium. Clearly, the taxpayer would agree on any payment T such that
v(z − T ) ≥ E[UF |T nc] i.e. she is as least as well off as in the non-cooperative setting. We
define the maximum amount of certain payment the taxpayer would be willing to make as
TF , derived from the following inequality:

v(z −T ) ≥ E[UF |T nc] ⇐⇒ T ≤ z −v−1(E[UF |T nc]) ≡ TF. (1.9)

For the tax authority, agreeing on a certain tax payment saves the audit costs c(p). On
the other hand, costs related to bargaining with the taxpayer may occur. We denote the

11Technically, this implies that increasing the audit probability by 1%, increases the cost by at least 1%.
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Figure 1.6: Utility functions and outside options in the bargaining model

a) Taxpayer

T ncTF

−T

U

E [UF |T nc]

b) Tax Authority

T nc TG

−T

U

E [UG|T nc]

Notes: This figure illustrates the utilities of taxpayer and tax authority as a function of the tax payment T . T nc denotes the
equilibrium payment in the setting without bargaining. TF and TG depict the outside option payments and thus determine
the set of pareto-improving payments.

costs of audits net of bargaining costs as c̃(p).12 Note that if c̃(p) > 0, bargaining shifts the
utility function of the tax authority upwards as depicted in panel (b) of Figure 1.6. Thus,
the minimum tax payment the tax authority would accept is given by TG which can be

12For simplicity, we set bargaining costs for firms to 0. However, this assumption is not essential to our
results.
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derived from the following inequality:

T ≥ T nc − c̃(p) ≡ TG. (1.10)

Both TF and TG are depicted in Figure 1.6.

Equilibrium. An equilibrium with bargaining can only exist if taxpayer and tax authority
are at least as well off as in the non-cooperative setting. Thus it needs to hold that:

TF ≥ TG. (1.11)

Intuitively, this means that bargaining is only beneficial if the maximum amount the tax-
payer is willing to pay is larger than the minimum amount the tax authority is willing to
accept. The bargaining set is therefore given by the interval (TG,TF ). In Proposition 1, we
formalize how the true tax liability T (z) relates to the set of possible bargaining outcomes.

Proposition 1. The true tax liability T (z) is outside the bargaining set. In particular
T (z) ≥ TF .
Proof: See Appendix 1.F.

Two insights can be derived from Proposition 1. First, taxpayers engaging in bargaining,
can reduce their de-facto tax payment without inducing the risk of penalties through audits.
Second, the payment resulting from bargaining is detached from a taxpayer’s true liability,
which is consistent with the notion that bargained payments often simply end up on round
figures.
We turn to ask under which circumstances the bargaining set is non-empty and scope for
bargaining exists. In particular, why we would not expect such bargaining to happen in
more developed countries. One key feature of our model that may change along the path
of development is the costliness of doing successful audits c(p). In fact, the turnover tax
for small firms outside the VAT net is difficult to assess and therefore to audit. This is
because most transactions are made in cash and leave no paper trail. There is therefore
virtually no third party reporting in most cases. In more developed countries, third-party
reporting and withholding is more common and successfully assessing and auditing a large
share of a firm’s income is easy for tax authorities (Kleven, Kreiner, and Saez, 2016). In
our model, the costliness of doing successful audits can be characterized as the elasticity
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of the cost function with respect to audits. A lower κ is therefore associated with larger
state capacity. The role of κ for the bargaining outcome is summarized in Proposition 2.

Proposition 2. With κ → 1, the bargaining set collapses and TF = TG = T (z).
Proof: See Appendix 1.F.

The intuition behind Proposition 2 is that as countries develop and their state capacity
grows, they are able to enforce taxes more efficiently. In its limit, our model predicts that
the set of possible bargaining outcomes breaks down.

Dividing the surplus. If condition (1.11) holds, then there exists a surplus from bargain-
ing which is given by TF −TG. We assume that this surplus is divided among taxpayer and
tax authority via Nash-bargaining.13 Clearly, the most desirable outcome for the taxpayer
would be to pay only TG, i.e. the minimum amount the tax authority would accept. The
most desirable outcome for the tax authority is the extract the maximum amount the tax-
payer is willing to pay, which is TF . Denoting the bargaining power (this can be thought
of e.g. as enforcement capacity) of the tax authority as α, the following Nash-product is
maximized:

max
T

(TF −T )1−α(T −TG)α. (1.12)

Rewriting the first-order condition of Eq. (1.12), we arrive at the cooperative solution

T c = αTF +(1−α)TG.

Bunching in the bargaining model. We now turn to illustrate how the bargaining
framework can rationalize the empirical bunching patterns. First, we consider the linear
tax rate setting: Once the firm and the tax authority have agreed on a payment x = T c, the
firm needs to report T −1

schedule(x). As the tax rate is at 3%, this is simply x
0.03 . A linear tax

schedule is bijective and therefore, every payment that was agreed upon could be reached.
The behavorial literature has shown that bargaining outcomes are strongly concentrated
on round figures, supporting the notion that bunching at round tax payments stems from
bargaining (Albers and Albers, 1983; Pope, Pope, and Sydnor, 2015; Schelling, 1960).
Next, we consider the notched tax schedule (cf. Table 1.1). As notches imply jumps in

13Nash-bargaining offers a convenient way to ensure uniqueness of the bargaining outcome. Other bargaining
models incorporating e.g. focal points (Janssen, 2001) may be considered in future work.

41



Bargaining Over Taxes

the average tax rates, they effectively introduce regions of tax liability that can not be
implemented. We illustrate this at the example of the 4200 threshold:

Tschedule(4200) = 36; Tschedule(4200.01) = 225
⇐⇒

T −1
schedule(x) = ∅, x ∈ (36,225)

Now, for all firms with T c ∈ (36,225) the bargaining problem becomes a case distinction
of whether the Nash product in Eq. (1.12) is larger above or below the threshold.14

Thus, firms within this range report turnover either above or below the threshold. Tax
returns will accumulate on both sides which generates the observed bunching. If we consider
TF and TG as functions of true turnover z, the cutoff for bunching above is at z̃ such that

(TF (z̃)−36)(1−α)(36−TG(z̃))α = (TF (z̃)−225)(1−α)(225−TG(z̃))α.

The case of Nash-bargaining over tax payments in the presence of notch is depicted in
Figure 1.7. In this graphical example, the notch leads to the bunching above the threshold.
Finally, let true turnover z be continuously distributed with density f . The total bunching
mass on both sides of cutoff is given by

∫ z̃

zB

f(z)dz︸ ︷︷ ︸
Bunching below

+
∫ zA

z̃
f(z)dz︸ ︷︷ ︸

Bunching above

(1.13)

where z̃ is the cutoff value from above, zA is such that T c(zA) = 225 and zB such that
T c(zB) = 36. Eq. (1.13) therefore provides a mapping of the distribution of true turnover
to the bunching we see in the data.

Insights. Our model shows that bargaining over taxes is pareto-improving over the non-
cooperative standard setting under reasonable assumptions for lower income countries.
This holds because firms are risk averse and/or the tax authority has higher costs of audit-
ing ex-post than discussing payments with firms ex-ante. Note that each condition implies
room for bargaining independently of each other. We demonstrated how the model ratio-

14Eq. (1.12) is strictly concave in T under the assumption that TF ≥ TG. Therefore the maximization
problem turns into a case distinction between the two options if the unconstrained optimum is within
(36,225).
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Figure 1.7: Nash-Product with notch

T c
T

NP

TFTG

Notes: This figure illustrates the Nash-product (NP), which the tax authority and taxpayer maximize when bargaining over
the payment (concave curve). T c denotes the unconstrained solution. The red rectangle illustrates a region of payments
which become unreachable due to a notch in the tax schedule. In the illustrated case, the NP is larger above the notch than
below. Therefore, the declared turnover needs to be just above the threshold.

nalizes the two empirical facts, which are otherwise puzzling. First, bargained payments
are detached from a firm’s true liability, corroborating the notion that payments end up on
round numbers. Second, notches restrict the feasible bargaining set, leading to payments
bunching above the threshold.

1.5.3 Discussion

We will now discuss the role of corruption and the incentives of tax collectors in the process
of bargaining.

The role of corruption. Interactions between taxpayers and tax officials are inherently
connected to concerns about corruption. One might worry that a system, which allows for
such interactions supports corruption, where firms can bribe tax officials and make lower
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tax payments. While we cannot rule out that such activities are taking place, we argue
that corruption is unlikely to be the main driver. First, from our survey as well as the
World Bank Enterprise Surveys, we see that meetings and discussions with tax officials
are much more common than bribery of tax officials. The World Bank estimates that in
Zambia, more than 80% of small firms regularly visit tax officials, but less than 4% bribe
tax officials during such visits (cf. sections 1.2 and 1.4.2). This suggests that the discus-
sions generally serve another purpose than exchanging bribes. Bargaining and eventually
agreeing on a tax payment as outlined above is one such purpose, supported by the results
of our own survey. One should also note, that bunching above a threshold is hardly con-
sistent with corruption. If firms and tax officials would collude, they would always have
the clear incentive to agree on a tax payment below the threshold and share the differ-
ence to the payment that would have been due above the threshold. Hindriks, Keen, and
Muthoo (1999) provide a theoretical framework for corruption which formalizes this notion.

Incentives of tax officials. If corruption does not play a major role, one could ask, what
the incentives of tax officials are besides that. First, it is to note that bribery is obviously a
misconduct and tax officials could lose their (relatively well paid) job.15 Second, the ZRA
has a system of performance benefits in place which rewards tax offices with good collection
performance. These benefits, however, can only be paid out to individual tax officials when
the tax office reaches its prescribed revenue target. Thus, thanks to the incentive scheme,
incentives of officials and tax authority are aligned. In a bargaining situation, this incentive
could lead tax officials to push for firms to bunch above the threshold. This would further
mean that once the revenue target is reached, one would observe less bunching above. We
confirm this channel empirically and estimate a significant drop in the likelihood of firms
bunching above once a tax office has hit its revenue target (cf. Appendix 1.D).

1.6 Alternative explanations

This section points out several alternative explanations for the empirical facts and shows
that each of them are unlikely to be sufficient explanations.

15The median annual salary for tax collectors in Zambia is more than twice as much as the country’s GDP
per capita. Source: https://worldsalaries.com/average-tax-officer-salary-in-zambia/. Last
accessed: June 21st, 2024.
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1.6. Alternative explanations

1.6.1 Audits

One alternative explanation might be that even without bargaining, the threat of being
audited might motivate firms to pay more and therefore bunch above the threshold. We
provide four pieces of evidence to rebut this concern.

Correlational Analysis. As seen in Table 1.3, we do not find a significant relationship
between a firm ever being audited and a firm ever bunching above. While there is indeed
a sizable point estimate for whether a firm has ever paid a fine, it is imprecisely estimated.
Note that even if we would take this estimate at face-value it does not explain a lot of the
variation in the explanatory variable. This is because the number of firms that ever bunch
above by far exceeds the number of firms that have ever paid a fine after being audited.

Empirical audit probabilities. If firms would strategically bunch above thresholds to
avoid audits, then the probability of being audited should be substantially lower above
than below the threshold for it to be worthwhile to make higher tax payments. In Ap-
pendix 1.C, we estimate empirical audit probabilites conditional on reported turnover and
show that they do not differ substantially above vs. below a threshold.

Simulations from tax evasion model. We further address the concern that these empir-
ical audit probabilities might not be known to taxpayers and differences might be perceived
as larger. In Appendix 1.C, we simulate a model of tax evasion along the lines of Kleven,
Knudsen, Kreiner, Pedersen, and Saez (2011) with endogenous audit probability for the
case of the Zambian turnover tax. We demonstrate that even under extreme assumptions
where the perceived probability of being audited jumps from 10% above to 30% below the
threshold, only firms that evade at least 83% of their turnover would choose to stay above
the threshold.16

Randomized survey experiment. Finally, we took an experimental approach to test
whether perceived audit probabilities could drive firms to bunch above thresholds. At the
end of our survey, we included a randomized experiment with the aim to test the audit
channel and also a government contracting channel. The treatment consisted of providing

16This result is for the standard model which assumes quasi-linear utility (Bachas and Soto, 2021; Kleven,
Knudsen, Kreiner, Pedersen, and Saez, 2011; Kleven and Waseem, 2013). Accounting for risk aversion,
we conclude that only firms evading at least 58% or 50% of their turnover would choose to bunch above,
when imposing CRRA utility and a risk-aversion parameter of 2 or 3, respectively.
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information and thereby shifting beliefs of respondents.
The experimental setup was as follows. We randomly assigned each respondent to one
of three groups: control group or one of two treatment groups. We thereby followed
the standard methodology of information experiments. First, it was tested whether the
threat of audits might motivate firms to bunch above the threshold instead of below. For
example, if audit probability increases discretely when moving below the threshold, firms
might trade-off higher tax payments with lower audit probability below the threshold. The
first treatment group therefore received information on the amount of audits and money
seized therein by the ZRA. Second, as 75% of respondents stated that securing a business
contract with the government was very competitive, we investigated whether this could
be driving firms to put themselves in a good position with the government and bunch
above the threshold rather than below. The second treatment group therefore received
information on the amount of business the government is doing with SMEs and a reminder
that one needs a tax clearance certificate to engage in such contracts. The control group
only received information about the total number of firms registered under turnover tax.
In order to measure a firm’s propensity to bunch above the threshold, the survey followed
a specific procedure. In the beginning of the survey, the average turnover of the firm was
inquired. Later, the firm was asked which tax payment the respondent thinks is appropriate
for a firm with the previously stated turnover. Then the randomized information treatment
occurred. Once the information was given, respondents were confronted with a hypothetical
notch: they faced a situation in which their stated appropriate payment is not feasible
anymore, instead they only had the option to either pay 10% more or 10% less. Opting
for the larger payment would then be associated with bunching above.17

We estimate treatment effects of of our two information treatments by running the following
regression.

yi = α +β1treat1 +β2treat2 +Xi +γe + ϵi (1.14)

where yi denotes the response of respondent i after being treated, Xi are controls, γe are
enumerator fixed effects and ϵ denotes the error term. treat1 and treat2 correspond to
indicator for whether the respondent belongs to treatment group 1 or 2 respectively. We
then test the null hypothesis H0 : β1 = 0 or H0 : β2 = 0 to investigate whether the treatments
have a causal effect on the response y.

17As we are unable to link respondents’ identities to actual tax records, we had to rely on this stated measure
of the propensity to bunch above threshold. A more detailed description of the survey and examples are
provided in Appendix 1.E.
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Table 1.5 shows the treatment effects of both information messages as estimated from Eq.
(1.14). The last two columns of the table show results for specification where the the
average turnover is fixed at 10,000 and the appropriate payment is exogenously shifted
to 500 (column (4)) such that both feasible payments (450 or 550) are legal under the
contemporary tax rate of 4% as well as to 300 (column (3)) where both options would be
illegal. This serves as a check that responses are not driven by such legal considerations.
The results are striking in the sense that we estimate no significant effect of any treat-
ment throughout. While the baseline shows no significant effect, also adding controls for
turnover does not change this result in column (2). Further, neither columns (3) or (4)
show a statistically significant impact on of the treatment on propensity to bunch above,
suggesting that the result in columns (1) and (2) is not driven by legal considerations.
Note that our confidence intervals also exclude existing estimates on the effect of deter-
rence messages on tax compliance.18 Overall, this null-result rejects the hypothesis that
standard explanations such as the threat of being audited can rationalize the empirical
facts.
Clearly, as in any survey experiment, the outcomes we measure are only stated and do not
necessarily coincide with real actions. However, being unable to match survey respondents
to their administrative tax records, we consider our approach to be second-best.

1.6.2 Frictions

We will now discuss the role of frictions which may hinder firms to respond to incentives
optimally. This could lead firms that actually wanted to bunch below to bunch above a
threshold, instead.

Optimization frictions. Potentially, taxpayers locating above the threshold, were actu-
ally aiming to have a turnover just below the threshold but simply failed to do so. This
idea has been formalized in the literature already and in the following, we will consider two

18A comparison to existing estimates of the effect of deterrence messages (such as increasing the salience
of audit probabilities) is not straightforward for two reasons. First, the measure of increasing salience is
heterogeneous across studies. Second, most studies measure effects on taxes paid. We are interested in
bunching above thresholds. To still offer a comparison, we can translate the outcome variable of bunching
above into an equivalent increase of tax paid by 10%. A positive effect of e.g. 5.6% (the upper bound on
our confidence interval in column 1, row 1) would thus imply an increase in taxes paid by 0.56%. This
is substantially lower than existing estimates from lower income countries (e.g., Mascagni and Nell, 2022;
Shimeles, Gurara, and Woldeyes, 2017) and also richer countries (e.g., Fellner, Sausgruber, and Traxler,
2013; Slemrod, Blumenthal, and Christian, 2001)
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Table 1.5: Informational treatment effects on bunching above

Dependent variable
Bunch above threshold

Baseline Liability:
Stated ZMK 300 ZMK 500

(1) (2) (3) (4) (5)
Audit Treatment 0.0261 0.0287 0.0263 0.0124 0.0198

(0.0299) (0.0304) (0.0305) (0.0325) (0.0446)

Contract Treatment 0.0110 0.0158 0.0149 0.0140 0.00952
(0.0294) (0.0301) (0.0297) (0.0312) (0.0426)

# Firms 517 510 510 251 259
Size control
Enumerator FE
Notes: This table shows the results from the randomized survey experiment. The coefficients in columns (1), (2), and

(3) represent the estimated effect of the two information treatments on an indicator for whether survey respondents
would choose a larger tax payment if their favored option was no longer feasible. We interpret this as the propensity
to bunch above. Additionally, column (2) controls for turnover. Columns (4) and (5) represent the same coefficients
only that the initial tax payment option was not chosen by the respondents but fixed at ZMK 300 or ZMK 500
respectively. Robust standard errors are in parentheses. Data source: survey data. Year: 2023.

such approaches and show that optimization frictions are unlikely to drive the observed
bunching pattern.

Kleven and Waseem (2013) explain the presence of mass in the dominated region by op-
timization frictions. In their application, sharp bunching below the threshold suggests an
extensive margin of frictions: either a taxpayer is able to manipulate turnover to lie below
the threshold (in that case, exactly) or the taxpayer is unable to adjust at all. In the case
of Zambia, the bunching above the threshold is also sharp. Bunching above therefore seems
to be a strategic choice rather than driven by frictions to bunch below the threshold.

A more recent paper by Anagol, Davids, Lockwood, and Ramadorai (2022) explains ex-
cess mass in dominated regions by the probability distribution of opportunities around the
threshold. The idea is that given the threshold as a target, taxpayers draw from a discrete
set of opportunities around the target. This might result in some taxpayers "overshooting"
the target and ending up above the notch. However, as in Kleven and Waseem (2013), this
model also predicts a hole in the distribution above the notch, rendering it clearly incon-
sistent with the excess mass in this area. We conclude that neither type of optimization
frictions discussed in the literature is able to explain the observed bunching pattern.
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Record keeping. Another form of frictions could be a firm’s low capacity to keep de-
tailed records of turnover and therefore file correctly. This could also lead firms to rely on
heuristics such as previous months’ returns and file the same amount again. If unable to
file same amount again, due to a notch, firms could deviate either upwards or downwards
(Tourek, 2022). We argue that record keeping and this form of heuristics play a minor role
in the observed bunching pattern for two main reasons. First, the share of targeted past
payments is uncorrelated with the phenomenon of bunching above thresholds (cf. Table
1.3). Second, our survey shows that 89% firms are able to keep records of at least some
form (cf. Table 1.4).

1.6.3 Mistakes

One could also consider the possibility that firms simply make mistakes. This could happen
when firms are inattentive to the tax schedule or do not understand it correctly. Almunia,
Hjort, Knebelmann, and Tian (2023) for example argue that in Uganda, a substantial share
of VAT returns are wrongly filed because firms are confused.
We provide five pieces of evidence to show that such an explanation is insufficient to ra-
tionalize bunching above thresholds. First, we see the cross sectional bunching pattern
for all periods from January 2017 to December 2018 (see Figures 1.A.7 and 1.A.8). One
would assume that if firms were simply confused, there would be at least some learning
over 24 filing periods, which we do not find. Second, we do not observe firms to directly
’correct’ their turnover from above the threshold to below the threshold in the next filing
period, which would be the natural reaction if bunching above would have constituted a
mistake (see Figure 1.A.9). Third, for the sample of firms which are observed both above
a threshold as well as below a threshold at different points in time, we document that 58%
of these firms bunch above a threshold after they have already bunched below a threshold
in a previous tax period. This is clearly inconsistent with the idea that bunching above
a threshold simply constitutes a mistake. Fourth, in our survey, we elicited that most
firms are aware of the correct tax rate, speaking against the channel of mere tax illiteracy.
Finally, the focus on round number tax liabilities suggest that firms are aware of the im-
plications of filing certain turnover for the tax liability.

49



Bargaining Over Taxes

1.7 Conclusion

This chapter shows that bargaining over tax payments is an important feature of tax
collection in lower income countries. The empirical setting is Zambia but we argue that
the factors driving this behaviour are similar in many other low and lower-middle income
countries and thus, our results apply more generally.
We study firms subject to turnover taxation by analyzing administrative data on the uni-
verse of turnover tax filings in Zambia and establishing two novel empirical facts. First,
we find strong and sharp bunching above tax schedule discontinuities which is a strictly
dominated choice in standard models. Second, we find strong bunching at odd turnover
amounts, which imply round number liabilities. These observations are at odds with pre-
dictions from standard models of tax compliance, but can be rationalized when interpreting
tax payments as bargaining outcomes between taxpayers and tax officials.
We gather several pieces of evidence from data on tax audits, our own survey of more than
500 firms as well as a randomized survey experiment which reject competing explanations
for the observed bunching patterns. Finally, we propose a simple theoretical framework
of tax compliance, which explains how and when bargaining occurs and rationalizes both
empirical facts. It shows that bargaining over taxes leads to pareto-improvements for both
taxpayers and the state as long as state capacity is sufficiently low. As countries develop
state capacity, bargaining over taxes becomes obsolete.
Overall, our results inform the debate of how the circumstances of lower income countries
shape the way (tax-)administration works. We show how puzzling facts in the tax data
can be rationalized when accounting for the presence of bargaining as a mode of tax com-
pliance and –enforcement. While the fear might be that such a system generously invites
corruption, we argue that bargaining over taxes benefits both taxpayers and tax authority.
Hence, shutting it off has welfare implications, the quantification of which we consider an
important avenue for future research. Rather, our study suggests that considering this
mechanism yields important insights when formulating policy recommendations. In par-
ticular, the official tax schedule is less important than one might think. Reforms of the
latter may therefore have little impact on revenue. Instead, other policies which could
increase bargaining outcomes may be more promising in this regard. As such, lowering the
VAT threshold and thereby exposing more firms to third-party reporting constitutes one
example.
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Appendix

1.A Anatomy of bunching above
This section complements section 1.4 by further investigating the phenomenon of bunching
above the threshold. Figures 1.A.1 and 1.A.2 plot the bunching figures for the other
thresholds. Figures 1.A.3 and 1.A.4 plots the distribution of tax returns before and after
the notched schedule has been in place, respectively. Figures 1.A.5 and 1.A.6 plot bunching
responses with different counterfactual distributions. Figures 1.A.7 and 1.A.8 show that the
cross sectional distribution is consistent across months. Figure 1.A.9 shows that bunching
firms do not immediately bunch below in the following periods. In Figure 1.A.11, we show
that most firms only bunch above once. Tables 1.A.1 and 1.A.2 show the heterogeneity of
bunching above by sector and tax office, respectively.
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Figure 1.A.1: Bunching around thresholds 8300 and 12500

a) Bunching at 8300
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b) Bunching at 12500
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Notes: This figure plots the results of estimating bunching at the 8300 and 12500 thresholds (panel (a) and (b), respectively).
The black lines depict the empirical densities. The yellow lines depict the counterfactual densities as estimated by Eq. (1.1),
accounting for round turnover amounts as well as round payment amounts.The black solid vertical lines mark the threshold
at which tax liability increases discretely i.e. the notch. The red area depicts the dominated range. The grey dashed vertical
lines depict the lower and upper bounds of the omitted region zL,zU . Estimates of bunching below and above the threshold
are derived from Eq. (1.2) & (1.3) and compare the counterfactual to the empirical density. Standard errors are derived from
bootstrapping the residuals of the counterfactual density estimation and shown in parentheses. Data source: ZRA. Years:
2017, 2018

52
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Table 1.A.1: Bunching above by sector

Dependent variable:

Ever bunched above
Sector (reference: financial activities) (1) (2)
Accommodation and food service activities −0.020 −0.024

(0.035) (0.035)
Administrative and support service activities −0.024 −0.027

(0.031) (0.032)
Agriculture, forestry and fishing −0.014 −0.018

(0.031) (0.032)
Construction 0.003 0.0002

(0.032) (0.032)
Education −0.011 −0.013

(0.037) (0.038)
Electricity, gas, steam and air conditioning supply −0.043 −0.031

(0.052) (0.054)
Human health and social work activities 0.009 0.006

(0.042) (0.042)
Information and communication −0.043 −0.046

(0.046) (0.046)
Manufacturing −0.029 −0.032

(0.033) (0.033)
Mining and Quarrying 0.007 −0.044

(0.042) (0.084)
Other service activities −0.021 −0.023

(0.029) (0.029)
Professional, scientific and technical activities −0.029 −0.032

(0.033) (0.033)
Real estate activities −0.023 −0.029

(0.034) (0.035)
Transportation and storage −0.019 −0.023

(0.031) (0.031)
Water supply; sewerage, waste management and remediation −0.043 −0.046

(0.084) (0.084)
Wholesale and retail trade; repair of motor vehicles and motorcycles −0.015 −0.018

(0.029) (0.029)
Taxoffice FE
# Firms 22,361 22,361
R2 0.001 0.002
Notes: This table shows the results from regressing an indicator variable of whether a firm has ever bunched above a threshold on sector indicator

variables. The reference sector is "Financial and insurance activities". Standard errors are in parantheses. Not shown, but small and insignificant
are the estimated coefficients for the sectors: "Activities of extraterritorial organizations and bodies", "Activities of households as employers;
undifferentiated goods- and services- producing activities of households for own use", "Arts, entertainment and recreation", "Public administration
and defence; compulsory social security" and non-classified sectors. Data source: ZRA. Years: 2017-2018.
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Figure 1.A.2: Bunching around thresholds 16500 and 20800

a) Bunching at 16500
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b) Bunching at 20800
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Notes: This figure plots the results of estimating bunching at the 16500 and 20800 thresholds (panel (a) and (b), respectively).
The black lines depict the empirical densities. The yellow lines depict the counterfactual densities as estimated by Eq. (1.1),
accounting for round turnover amounts as well as round payment amounts. The black solid vertical lines mark the threshold
at which tax liability increases discretely i.e. the notch. The red area depicts the dominated range. The grey dashed vertical
lines depict the lower and upper bounds of the omitted region zL,zU . Estimates of bunching below and above the threshold
are derived from Eq. (1.2) & (1.3) and compare the counterfactual to the empirical density. Standard errors are derived from
bootstrapping the residuals of the counterfactual density estimation and shown in parentheses. Data source: ZRA. Years:
2017, 2018
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Figure 1.A.3: Distribution before notched schedule
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Notes: This figure plots the distribution of tax returns around the threshold before the notched schedule was in place. Data
source: ZRA. Years: 2015, 2016

Figure 1.A.4: Distribution after notched schedule
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Notes: This figure plots the distribution of tax returns around the threshold after the notched schedule was in place. Data
source: ZRA. Years: 2019-2021
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Figure 1.A.5: Bunching with binsize of 50
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Notes: This figure plots the bunching response using a binsize of 50. Data source: ZRA. Years: 2017-2018

Figure 1.A.6: Bunching with pre-reform data as counterfactual
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Notes: This figure plots the distribution of tax returns around the threshold before and during the notched schedule was in
place. Data source: ZRA. Years: 2015-2018
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Figure 1.A.7: Bunching patterns over time in 2017
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b) March 2017
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c) May 2017
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d) July 2017
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e) Sep 2017
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f) Nov 2017
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Notes: This figure plots the results of estimating bunching at the 4200 threshold in different months throughout 2017.
The black line depicts the empirical density. The yellow line depicts the counterfactual density as estimated by Eq. (1.1),
accounting for round turnover amounts as well as round payment amounts. The black solid vertical line marks the threshold
at which tax liability increases discretely i.e. the notch. The red area depicts the dominated range. The grey dashed vertical
line depicts the upper bound of the omitted region zU . Estimates of bunching below and above the threshold are derived from
Eq. (1.2) & (1.3) and compare the counterfactual to the empirical density. Standard errors are derived from bootstrapping
the residuals of the counterfactual density estimation and shown in parentheses. Data source: ZRA. Years: 2017
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Figure 1.A.8: Bunching patterns over time in 2018

a) Jan 2018
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b) March 2018
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c) May 2018
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d) July 2018
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e) Sep 2018
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f) Nov 2018
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Notes: This figure plots the results of estimating bunching at the 4200 threshold in different months throughout 2018.
The black line depicts the empirical density. The yellow line depicts the counterfactual density as estimated by Eq. (1.1),
accounting for round turnover amounts as well as round payment amounts. The black solid vertical line marks the threshold
at which tax liability increases discretely i.e. the notch. The red area depicts the dominated range. The grey dashed vertical
line depicts the upper bound of the omitted region zU . Estimates of bunching below and above the threshold are derived from
Eq. (1.2) & (1.3) and compare the counterfactual to the empirical density. Standard errors are derived from bootstrapping
the residuals of the counterfactual density estimation and shown in parentheses. Data source: ZRA. Years: 2018
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1.A. Anatomy of bunching above

Figure 1.A.9: Distribution of firms after bunching above
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Notes: This figure plots the distribution of firms that bunched above the threshold at 4200 in a any month in the periods
thereafter. The red area depicts the dominated range. Panel (a) shows the distribution one month after, panels (b) and (c)
two and three months after having bunched above.
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Figure 1.A.10: Distribution of firms after bunching above (only once)
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Notes: This figure plots the distribution of firms that bunched above the threshold at 4200 in any month month in the period
thereafter. The red area depicts the dominated range.

Figure 1.A.11: Number of times firms bunch above the thresholds
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example, panel (a) shows that over 1500 firms which bunch above the 4200 threshold do so only once. Data source: ZRA.
Years: 2017, 2018
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1.A. Anatomy of bunching above

Table 1.A.2: Bunching above by taxoffice

Dependent variable:

Ever bunched above
Tax office (reference: Lusaka) (1) (2)
Central Province 0.0004 0.001

(0.006) (0.006)
Chingola 0.003 0.004

(0.008) (0.008)
Choma −0.010 −0.009

(0.007) (0.007)
Eastern Province 0.015∗∗ 0.015∗∗

(0.007) (0.007)
Kitwe −0.008 −0.008

(0.005) (0.005)
Livingstone 0.003 0.002

(0.009) (0.009)
Luapula Province 0.011 0.011

(0.010) (0.010)
Muchinga Province −0.004 −0.004

(0.011) (0.011)
Ndola 0.006 0.007

(0.005) (0.005)
Northern Province 0.003 0.003

(0.009) (0.009)
Northwestern Province −0.005 −0.005

(0.008) (0.008)
Western Province 0.003 0.004

(0.009) (0.009)
Small Taxpayer Offices (Mining– , Non Mining– , VAT North combined) 0.036 0.057

(0.033) (0.085)
Sector FE
# Firms 22,361 22,361
R2 0.001 0.002
Notes: This table shows the results from regressing an indicator variable of whether a firm has ever bunched above a threshold on tax office indicator

variables. The reference tax office is "Lusaka". Standard errors are in parantheses. Data source: ZRA. Years: 2017-2018.
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1.B Bunching at round number tax liabilities.

This Section relates to the analysis in Section 1.4.1 and provides further evidence on bunch-
ing at round number tax liabilities. Table 1.B.1 provides the results from estimating Eq.
(1.4) (i.e. round number tax liabilites which do not coincide with round number turnover
amounts, as graphically depicted in Figure 1.4), pooling all tax returns from 2015-2016.
Bootstrapped standard errors are in parentheses. Tables 1.B.2 and 1.B.3 show results for
the same exercise in only 2015 and 2016, respectively. Further, in Figure 1.B.1 we plot the
distribution of deviations from tax liabilities which imply multiples of 10. We do so by
creating tax liability bins of size 10, with the multiple of 10 as the mid point, e.g., [5,15].
Then, we calculate how far away each tax return is from its own bin’s midpoints. We do
so for all bins, for bins with round turnover amounts as the mid point and for those with
only round liability amounts as the mid point.

Table 1.B.1: Bunching at round number tax liabilities 2015-2016

Liabilities
40 50 70 80 100 110

B 9.54 30.59 11.21 18.15 10208.6 26.79
(0.44) (0.01) (1.26) (5.51) (11.87) (49.49)

130 140 160 170 190 200
B 6.08 4.46 6.66 7.03 3.83 56.69

(0.38) (0.31) (0.45) (0.58) (0.41) (5.05)

220 230 250 260 280 290
B 5.75 3.72 28.86 3.65 5.77 2.95

(0.3) (0.21) (1.3) (0.24) (0.46) (0.33)

Notes: This table shows the estimated bunching coefficients for bunching at round
number tax liabilities which do not coincide with round turnovers (Eq. (1.4)) and
bunching for turnover interval plotted in Figure 1.4. Standard errors are derived
from bootstrapping the residuals of the counterfactual density estimation and shown
in parentheses. Data source: ZRA. Years: 2015, 2016.
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1.B. Bunching at round number tax liabilities.

Table 1.B.2: Bunching at round number tax liabilities in 2015

Liabilities
40 50 70 80 100 110

B 8.10 28.16 10.10 17.1 2806.06 24.67
(0.61) (1.79) (1.07) (9.74) (2677.99) (707.57)

130 140 160 170 190 200
B 5.82 4.90 6.57 5.89 3.26 52.51

(0.36) (0.33) (0.46) (0.53) (0.38) (5.02)

220 230 250 260 280 290
B 5.08 3.05 26.63 4.13 5.36 2.81

(0.28) (0.21) (1.63) (0.33) (0.53) (0.35)

Notes: This table shows the estimated bunching coefficients for bunching at round num-
ber tax liabilities which do not coincide with round turnovers (Eq. (1.4)) and bunching for
turnover interval plotted in Figure 1.4. Standard errors are derived from bootstrapping
the residuals of the counterfactual density estimation and shown in parentheses. Data
source: ZRA. Year: 2015
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Table 1.B.3: Bunching at round number tax liabilities in 2016

Liabilities
40 50 70 80 100 110

B 8.95 24.13 10.14 28.9 3446.01 357.01
(0.73) (1.75) (1.06) (8.27) (224.93) (558.99)

130 140 160 170 190 200
B 7.32 4.63 7.15 8.36 4.46 63.33

(0.42) (0.29) (0.46) (0.64) (0.43) (5.26)

220 230 250 260 280 290
B 6.31 4.62 31.44 3.08 6.02 3.61

(0.34) (0.28) (1.57) (0.21) (0.51) (0.35)

Notes: This table shows the estimated bunching coefficients for bunching at round num-
ber tax liabilities which do not coincide with round turnovers (Eq. (1.4)) and bunching
for turnover interval plotted in Figure 1.4. Standard errors are derived from bootstrap-
ping the residuals of the counterfactual density estimation and shown in parentheses.
Data source: ZRA. Year: 2016
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1.B. Bunching at round number tax liabilities.

Figure 1.B.1: Deviations from 10x
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Notes: This figure plots the distribution of how much tax returns deviate from the closest turnover amount, which results
in a tax liability that is a multiple of 10. Round liability bins (only) implies that we only consider tax returns whose closest
liability which is divisible by 10 results from odd turnover (e.e. 1333,33). Round turnover bins implies that we only consider
tax returns also coincides with round turnover as well (e.g. 2000). Data source: ZRA. Years: 2015, 2016.
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1.C Audit Probabilites

This section complements Section 1.6.1. First, we estimate empirical audit probabilities
by turnover. Then, we show theoretically that differential audit probabilities on both sides
of the threshold are an unplausible explanation for the phenomenon of bunching above.

Empirical audit probabilities around the threshold. We leverage the administra-
tive data on tax audits to test whether there were indeed differential audit probabilities
on both sides of the threshold. As most audits in the data refer to more than one tax
period, we connect the audits to the tax returns by matching the month the tax return
refers to to the audit period end date. This assumes that the last return that has been
filed in the tax audit period was the one that triggered the audit. We can therefore infer
implicit audit rules, i.e. the empirical probability of being audited conditional on reporting
a certain amount of turnover. Figure 1.C.1 plots this empirical audit probability according
to turnover bins of size 100 ZMK around the 4200 and 8300 thresholds. As can be seen,
conditional audit probabilities were very low for all bins but importantly, there was no
substantial difference between the probability of being audited when reporting turnover
between (4100,4200] and (4200,4300] or (8200,8300] and (8300,8400], respectively. Note,
that for the other thresholds, there had not been any audits on either side of the thresh-
old throughout 2017 and 2018. This evidence alleviates the concern that bunching above
thresholds is driven by implicit audit rules. We further address concern from a theoretical
perspective in the following.

Tax evasion model and simulation. We consider a firm with turnover z which decides
on the tax payment T it plans to make. The firm has quasi-linear utility in z according to

U(T,z) = z −T +v(T,z) (1.15)

where v(T,z) is an increasing and concave function in T and governs the decision of how
much taxes to pay.
When thinking about how to choose the tax payment T , the firm considers the probability
of being caught and the expected penalty. To arrive at a desired tax payment the firm
inverts the tax schedule denoted by Tschedule and reports turnover accordingly. Thus,
for a firm with turnover z that makes a payment T , the probability of being caught is
p(z −T −1

schedule(T )). The firm also considers the penalty which we model to be proportional
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1.C. Audit Probabilites

Figure 1.C.1: Empirical audit probabilities
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Notes: This figure plots the empirical audit probability (i.e. share of audits per bin) over turnover bins of 100 ZMK. Data
source: ZRA. Years: 2017,2018.

to the evaded amount: ξ(T (z) − T ). Implementing the notched schedule from Table 1.1,
we therefore define

v(T,z) = p
(

z −
(

T −F

t
+ z̄

))
(T −T (z))(1+ ξ) (1.16)
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Figure 1.C.2: Support for bunching above in the audit model
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Notes: This figure illustrates under which circumstances firms would choose to bunch above – instead of below the threshold
due to differential audit probabilities on both sides. The horizontal axis plots the amount of taxes a firm evades while
reporting a turnover of 4200 (i.e. bunch below the threshold). When fixing the audit probability above the threshold at
10% for all evaded amounts, the grey area depicts the audit probabilites below the threshold that would support bunching
below the threshold in the model sketched above (akin to Kleven, Knudsen, Kreiner, Pedersen, and Saez (2011)), given true
turnover i.e. the amount that is evaded. The white area shows the combinations that support bunching above.

such that U(T,z) becomes

U(z,T ) = z −T +p
(

z −
(

T −F

t
+ z̄

))
(T −T (z))(1+ ξ)

= z −T +p
(

z −
(

T −F

t
+ z̄

))
(z − z +T −T (z)+(T −T (z))ξ)

=
(

1−p
(

z −
(

T −F

t
+ z̄

)))
(z −T )

+p
(

z −
(

T −F

t
+ z̄

))
(z −T (z)− (T (z)−T )ξ)

which is akin to the evasion function from Kleven, Knudsen, Kreiner, Pedersen, and Saez
(2011).
Within this framework, we now investigate which assumptions would generate bunching
above the threshold. In particular, we consider a firm with true turnover way above the
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threshold z >> z̄ which evades taxes up to the threshold and contemplates choosing to
report just below or just above the threshold. If the firm chooses to report above the
threshold instead of below this would imply:

U(z,225) > U(z,36)
z −225+p(z −4200+ ϵ)(225−T (z))(1+ ξ) > z −36+p(z −4200)(36−T (z))(1+ ξ)
189
1+ ξ

(1−p(z −4200)(1+ θ)) < (p(z −4200)−p(z −4200+ ϵ))(z − z̄)t

In the Zambian context, one can assume that θ ≤ 0.095 (Zambia Revenue Authority, 2022).
To investigate under which circumstances, a firm will choose to bunch above, we simulate
turnover and audit probabilities. In Figure 1.C.2 the white area shows the combinations
of audit probabilities below the threshold (y-axis) and the amount that is evaded (x-axis)
that support bunching above when the audit probability above the threshold is fixed at
10%.

Overall, these simulation results do not support the hypothesis that bunching above thresh-
olds, is the result of differing audit probabilities on both sides of the threshold. For example,
even if the audit probability would jump from 10% to 30% at the threshold, only firms
evading at least 25,000 (i.e. 83% of turnover) would choose to bunch above.

Simulation with risk aversion. We extend the model to allow for different levels of risk
aversion. Instead of quasi-linear utility, we now consider a risk-averse firm with CRRA
utility of the following form:

U(z,T ) = (z −T +v(z,T ))1−σ −1
1−σ

. (1.17)

With this utility function at hand, we calculate under which circumstances the firm’s
expected utility19 is larger when bunching above than when bunching below, given that
the audit probability is 10 % above the threshold. Let the audit probability above the
threshold given z be denoted by pa,z. The condition for bunching above is then given by:

19Note that under the assumption of quasi linear utility, as above, the expectation function is linear, i.e.
E[z −T +v(z,T )] = z −T +v(z,T ).
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E[U(z,225)] > E[U(z,36)]

pa,z >
(z −225)1−σ − (z −36)1−σ +0.1((z −225− (z −4200)t(1+ ξ))1−σ − (z −225)1−σ

(z −36− (225+(z −4200)t−36)(1+ ξ))1−σ − (z −36)1−σ

The resulting combinations of pa,z and the evaded amount z−4200 change in comparison to
Figure 1.C.2. In particular, the curve becomes flatter. Assuming a risk aversion parameter
of σ = 2, we now find that under the scenario from before, where audit probability triples
above the threshold (from 10% to 30%), only firms evading at least 58% of their turnover
would choose to bunch above. With higher risk aversion of σ = 3, this number drops to
about 50%.
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1.D Revenue Targets

This section relates to arguments made in Section 1.5.3. To test the role of tax officials’
incentives, we regress an indicator of whether a tax return classifies as bunching above on
an indicator of whether a tax office has already reached its revenue target or not. The
estimating equation reads:

1(bunched above)i,t = α +β1(target reached)o,t−1 +X+ ϵi (1.18)

where X represent fixed effects for tax office (denoted by o), a firm’s sector and the threshold
at which the tax return bunched (i.e. 4200, 8300,...). Table 1.D.1 presents the results.
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Table 1.D.1: Tax office revenue targets and bunching above

Panel A: All tax returns Dependent variable:
Bunched above

Whole year Second half of year
(1) (2) (3) (4)

Revenue target reached (0/1) −0.0001 −0.0001 −0.0004∗∗∗ −0.0004∗∗∗

(0.0001) (0.0001) (0.0002) (0.0002)

Observations 1,403,815 1,403,815 751,349 751,349
R2 0.0001 0.0002 0.0001 0.0002
Taxoffice FE
Sector FE
Baseline mean 0.0036 0.0036 0.0039 0.0039

Panel B: Only bunchers Dependent variable:
Bunched above

Whole year Second half of year
(1) (2) (3) (4)

Revenue target reached (0/1) −0.008 −0.008 −0.012 −0.013
(0.007) (0.007) (0.008) (0.008)

Observations 25,598 25,598 14,264 14,264
R2 0.003 0.006 0.004 0.008
Threshold FE
Taxoffice FE
Sector FE
Baseline mean 0.204 0.204 0.206 0.206
Notes: This table shows the estimated correlations between the event of a tax return being above a threshold in a given month

and whether a tax office’s yearly revenue target has been reached in the previous month. The revenue targets are defined as
the total turnover tax collections in the previous year. Panel A shows the results when including all tax returns. Panel B
shows the results when restricting the sample to tax returns that were bunching either just above (e.g. at 4201) or just below
(e.g. at 4200) a threshold. Data source: ZRA. Years: 2016-2018.
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1.E. Survey experiment

1.E Survey experiment

This section provides more detailed information on the survey experiment, outlined in
Section 1.6.1.
Sampling and randomization. The 517 survey respondents were sampled from market
places and business districts across Lusaka. Interviews were held in person by a total
of 5 surveyors, who each handled an approximately equal share of the 517 interviews.
Firm-owners or people running shops were randomly approached and interviewed. In some
cases, the respondent provided suggestions as to where the enumerator could find other
firms nearby which could also be interviewed (snowball approach). As on each surveying
day, new firms were randomly approached, we view the overall sampling as quasi-random.
To account for potential endogeneity induced by enumerators relying on such firm networks,
we control for enumerator fixed effects in our estimations.
The experimental component was tied to the end of the survey and consisted of randomly
providing 3 different pieces of information. Randomization took place at the individual
respondent level. That is, in each interview, a random number generator assigned the
respondent to 1 of 3 groups, each associated with a different information treatment. This
randomization allows us to estimate the causal effect of the information treatment on the
answers recorded after the post-treatment. In a later robustness check, we again randomly
assigned the respondents into two further groups.
Treatment Messages. The 3 groups mutually exclusively received the following mes-
sages:

1. Control. “We are now reaching the end of the survey. At this point, we want to
share some information with you that the University of Mannheim has gathered.
In the year 2022 over 170,000 firms in Zambia were registered under Turnover Tax.
Were you aware of the information we just shared with you?“

2. Audit Treatment. “We are now reaching the end of the survey. At this point, we
want to share some information that the University of Mannheim has gathered on
the audits conducted by ZRA. Over the last two years, the total sales which were
audited by ZRA increased by almost 20 million Kwacha. This is an increase of 50%.
The penalties that had to be paid amounted to 20 million Kwacha. Were you aware
of the information we just shared with you?“

3. Contract Treatment. “We are now reaching the end of the survey. At this point,
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we want to share some information with you that the University of Mannheim has
gathered. The government of Zambia has comitted to awarding 20% of their business
contracts to small firms like yours. This is a large amount of potential business. For
securing government contracts, a firm requires clearance from ZRA. Were you aware
of this information we just shared with you?“

Outcomes. The aim of the experiment was to test alternative explanations for why firms
bunch above a threshold instead of below (besides bargaining). As we, unfortunately, can
not link survey respondents to their actual tax declarations, we rely on a stated measure
of bunching above, as follows. In the beginning of the survey, respondents were asked
about the monthly turnover they usually have. Let this stated turnover be denoted by X.
Later, but before the treatment occured, the respondent was asked, which tax payment
the respondent would find appropriate for a firm with turnover X. Let this preferred tax
payment be denoted by Y . After the treatment occured, we confront the respondents with
a hypothetical notch, i.e., a region of payments that is not reachable. In this situation, the
respondent was asked whether it would rather deviate below or above from its previously
stated appropriate payment Y . In particular, the respondent was asked:

“You have indicated that Y Kwacha would be an appropriate tax payment for a
business like yours. Now, please think of a scenario in which the tax schedule does
not allow a payment of Y Kwacha. Instead, the tax schedule would only allow
payments of either (1 − 0.1) × Y Kwacha or (1 + 0.1) × Y Kwacha. Which payment
would you choose instead?“

If a respondent states to rather pay the larger amount, i.e., (1 + 0.1) × Y , we interpret
this as a propensity to bunch above a threshold. Arguably, this hypothetical situation is
similar to the one, a taxpayer would face when filing taxes (without any interaction with
tax officials). In the survey, the respondent can simply choose to either pay the larger or
the lower amount. In reality, being below or above the threshold is a matter of reporting
only a slightly different amount of turnover.
In principle, respondents’ answers could be influenced by legal considerations. For example,
if firms stated their actual liability as the appropriate payment, i.e., Y = 0.04 × X. Then
choosing (1 − 0.1) × Y could be viewed as illegal by taxpayers. To check whether these
concerns matter for the outcomes, we randomly assign respondents into two groups. We
reframe the question and exogenously fix the respondents’ turnover to X = 10,000 and
their appropriate payment Y to 300 and 500, respectively. In this case, for the first group
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1.E. Survey experiment

both payments above and below would be illegal (< 400) while for the second group both
answers depict legal amounts (> 400).
Estimating the effects of the randomized information treatments can inform us about the
channels which could drive bunching above. The results are presented in Section 1.6.1
and show that there is no significant effect of either treatment. This supports the notion
that bargaining is the most likely explanation for firms bunching above the threshold.
Clearly, as in any survey experiment, the outcomes we measured are only stated and do
not necessarily coincide wth actions. However, being unable to match survey respondents
to their administrative tax records, we consider our approach second-best.
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1.F Proofs

This section provides the proofs for the propositions stated in Section 1.5.

1.F.1 Proof of Proposition 1

We start by characterizing the optimal tax payment T ∗ in the non-cooperative setting,
namely the solution to Eq. (1.6). The first order condition reads:

(1−p)v′(z −T ) = pξv′(z −T (z)(1+ ξ)+Tξ)
⇐⇒

(v′)−1(1−p)(z −T ) = (v′)−1(pξ)(z −T (z)(1+ ξ)+Tξ)

After rearranging, we can write T ∗(p) as a linear combination of z and T (z) as follows:

T ∗(p) = z

(
(v′)−1(1−p)− (v′)−1(pξ)
(v′)−1(1−p)+ ξ(v′)−1(pξ)

)
︸ ︷︷ ︸

≡K1

+T (z)
(

(v′)−1(pξ)(1+ ξ)
(v′)−1(1−p)+ ξ(v′)−1(pξ)

)
︸ ︷︷ ︸

≡K2

. (1.19)

Note that K1 < 0, K2 > 1 and K1 + K2 = 1.20 Furthermore, if 1−p
p = ξ, then K1 = 0 and

K2 = 1. As 1−p
p is decreasing in p, this means that there is full compliance (i.e. T ∗ = T (z)),

if either ξ or p is sufficiently large such that

1 = (1+ ξ)p. (1.20)

To prove that T (z) lies outside of the bargaining set (TG,TF ) it is sufficient to show that
T (z) > TF . This is equivalent to:

T (z) > z −v−1 ((1−p)v(z −K1z −K2T (z))+pv(z − (1+ ξ)T (z)+ ξK1z + ξK2T (Z)))
⇐⇒

v(z −T (z)) < (1−p)v(z −K1z −K2T (z))+pv(z − (1+ ξ)T (z)+ ξK1z + ξK2T (Z))

Now, one can see that as p approaches its maximum value p = 1
1+ξ , the above inequality

will become an equality, because T ∗( 1
1+ϵ) = T (z), as can be seen from Eq. (1.19). Thus, to

show that the inequality holds strictly for all other audit probabilities, it suffices to show
20To reconcile the inequalities note our assumption that 1−p

p ≥ ξ and that v() is concave.
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that the right hand side is strictly decreasing in p for all p < 1
1+ϵ . We therefore take the

first derivative of the right hand side with respect to p:

∂()
∂p

=− (1−p)T ∗(p)v′(z −T ∗(p))−v(z −T ∗(p))

+ ξpT ∗′(p)v′(z − (1+ ξ(T (z)+ ξT ∗′(p))+v(z − (1+ ξ)T (z)+ ξT ∗(p))
=v(z − (1+ ξ)T (z)+ ξT ∗(p))−v(z −T ∗(p))︸ ︷︷ ︸

<0

+T ∗′(p)(ξpv′(z − (1+ ξ)T (z)+ ξT ∗(p))− (1−p)v′(z −T ∗(p)))︸ ︷︷ ︸
=0

< 0

where the last term is zero by the Envelope Theorem and the optimality condition for
T ∗(p) from Eq. (1.6). This concludes the proof of Proposition 1.

1.F.2 Proof of Proposition 2.

We start by revisiting the government’s optimal choice of p in Eq. (1.8). The solution
reads:

c′(p) = T ∗′(p)+(T (z)−T ∗(p)−pT ∗′(p))(1+ ξ) (1.21)

We multiply both sides of the equation by p
c(p) to express the condition in terms of the cost

elasticity κ:
κ =

(
T ∗′(p)+(T (z)−T ∗(p)−pT ∗′(p))(1+ ξ)

) p

c(p) . (1.22)

Taking the total differential of Eq. (1.22) and rearranging, we get

dp

dκ
=
[

Ξ
c(p)2

]−1
(1.23)

where Ξ is given by

Ξ =(T ∗′′(p)− (T ∗′(p)+pT ∗′′(p)+T ∗′(p))(1+ ξ))pc(p)
+T ∗′(p)+(T (z)−T ∗(p)−pT ∗′(p))(1+ ξ))c(p)
− (T ∗′(p)+(T (z)−T ∗(p)−pT ∗′(p))(1+ ξ))pc′(p)
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which, again can be simplified to

Ξ =(T ∗′(p)− (T (z)−T ∗(p)−pT ∗′(p))(1+ ξ))(c(p)−pc′(p))
+(T ∗′′(p)− (T ∗′(p)+pT ∗′′(p)+T ∗′(p))(1+ ξ))pc(p)

=((T ∗′(p)(1−p(1+ ξ))︸ ︷︷ ︸
≥0

+(T (z)−T ∗(p))(1+ ξ)︸ ︷︷ ︸
≥0

)(c(p)−pc′(p))︸ ︷︷ ︸
≤0

+(T ∗′′(p)− (T ∗′(p)+pT ∗′′(p)+T ∗′(p))(1+ ξ))pc(p)︸ ︷︷ ︸
≤0

≤ 0

Finally, if Ξ ≤ 0, it follows that dp
dκ ≤ 0.

We have now established that the optimally chosen audit probability p is increasing as the
audit cost elasticity κ decreases. It is left to show that in the limit, as κ → 1, the audit
probabity is such that there is no room for bargaining i.e. T ∗ = T (z) = T nc = TF = TG. To
do so, we recall the optimization of the government:

max
p

E[UG] = T nc(p)− c(p). (1.24)

Clearly, the first part in Eq.(1.24), T nc, will be maximized when there is full compliance
i.e. T ∗ = T (z). From Eq. (1.19), we see that this is the case when p = 1

1+ϵ . To prove that
p = 1

1+ϵ is a maximum also of the whole equation, it is therefore sufficient to show that
the second and negative part of Eq. (1.24) is minimized by p = 1

1+ϵ . To do so, we start by
considering the optimality condition in the limit i.e. κ → 1. Plugging in Eq. (1.22) and
rearranging gives

c(p) =
κ→1

(T ∗′(p)+(T (Z)−T ∗(p)−pT ∗′(p))(1+ ξ))p (1.25)

Plugging in the conjectured optimum p = 1
1+ξ yields that

c( 1
1+ ξ

) =
κ→1

(T ∗′( 1
1+ ξ

)+(T (Z)−T ∗( 1
1+ ξ

)− 1
1+ ξ

T ∗′( 1
1+ ξ

))(1+ ξ)) 1
1+ ξ

c( 1
1+ ξ

) =
κ→1

T (Z)−T ∗( 1
1+ ξ

)

c( 1
1+ ξ

) =
κ→1

0.

where the last equality stems from Eq. (1.19). We have now shown that as κ → 1, p = 1
1+ξ

minimizes the cost function. Hence, p = 1
1+ξ will be the optimally chosen audit probability.
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It follows immediately that T ∗ = T (z) = T nc = TF = TG, such that the bargaining set
collapses.
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Chapter 2

Place-based Policies, Structural
Change and Female Labor:
Evidence from India’s Special
Economic Zones

Joint with Johannes Gallé, Nadine Riedel and Tobias Seidel.

2.1 Introduction

An increasing number of less-developed countries have implemented Special Economic
Zones (SEZs) to foster economic development. According to UNCTAD’s World Invest-
ment Report (UNCTAD, 2019), the total number of SEZs worldwide increased from 500
in 1995 to about 5,400 in 2018 - with the vast majority of the new zones being located in
developing economies. While their specific design can differ, SEZs have in common that
they are set up in a clearly defined geographic area where physically present firms have
access to lower tax and tariff rates or cost-saving bureaucratic procedures (World Bank,
2008). Their establishment can thus be understood as a place-based policy.
The literature on place-based policies is primarily set in developed economies (e.g. Criscuolo,
Martin, Overman, and Reenen, 2019; Grant, 2020; Neumark and Simpson, 2015). Ev-
idence on the effects of SEZs in developing or transitional countries is still scarce (e.g.
Duranton and Venables, 2018).1 This is an important gap in the literature as experiences

1An important exception is the growing literature on Chinese SEZs (Alder, Shao, and Zilibotti, 2016; Lu,
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with place-based policies in developed countries can hardly be transferred to less-developed
economies for various reasons. First, developing countries are characterized by significantly
lower institutional quality than their developed country counterparts, which may limit the
efficiency of local transfer programs and place-based policies (Becker, Egger, and Ehrlich,
2013; Farole and Moberg, 2014). Second, formal firms operating in developing countries
often face substantially higher tax and bureaucratic burdens than firms in developed coun-
tries (Gordon and Li, 2009b). Place-based policies that reduce administrative burdens and
grant tax exemptions might hence create steeper location incentives. Finally, SEZs in de-
veloping countries also differ in purpose and structure from SEZs in the developed world.
Among others, they often target exporting firms, for example by offering tariff exemptions
for input goods – a feature that is hardly prevalent in developed economies and a clear
distinction from other place-based policies that target lagging regions through transfers or
tax cuts.
This chapter contributes to the growing literature on place-based policies by evaluating
the economic and spatial effects of SEZs that were established after the Special Economic
Zones Act in 2005 (SEZ Act, 2005) in India. The policy provided a uniform legal frame-
work for developing and doing business in SEZs and granted firms within SEZs generous
tax and tariff exemptions. India was ranked as one of the least business-friendly countries
in the Ease of Doing Business Index (World Bank, 2005) at the time and the SEZ Act
was initiated to improve this situation and create new economic activity. Using a newly
compiled data set on the establishment of 147 SEZs between 2005-2013, we show that
the SEZ Act led to a substantial increase in non-agricultural employment in SEZ-hosting
municipalities.2 The policy also induced positive employment effects in neighboring loca-
tions up to 10km. The rise in local manufacturing and service employment was mirrored
by a decline in agricultural work, especially by women. We interpret this pattern as an
indication for local structural change from the primary sector towards better-paying jobs
in non-agricultural industries. Additional analyses suggest that the establishment of SEZs
led to a genuine increase in non-agricultural employment rather than a relocation of jobs.
Methodologically, we identify the effects of SEZs on local employment based on census data
in a spatial difference-in-differences (DiD) framework. The estimator compares changes in
the economic outcomes in municipalities where SEZs were established with municipalities

Sun, and Wu, 2022; Lu, Wang, and Zhu, 2019; Wang, 2013). Other papers on place-based policies in
developed countries include Gobillon, Magnac, and Selod (2012), Busso, Gregory, and Kline (2013), Kline
and Moretti (2014) and Ehrlich and Seidel (2018).

2We use municipality as a collective term for villages and towns in India.
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in the same region without SEZs. To this end, we define 5km-distance bins around each
SEZ up to a radius of 50km and determine the spatial gradient of the SEZ-effect without
parametric restrictions. The main empirical identification concern is that SEZs are not
randomly allocated in space, but that their location systematically correlates with the
economic trajectories before SEZ-establishment.3 In the parlance of DiD design, there
might be a violation of the common trend assumption.
We address this concern in two ways: First, we examine baseline differences between
treated and other municipalities. While such differences are absorbed in DiD designs if
time-constant, we also allow outcome trajectories to differ in municipalities’ pre-treatment
characteristics. In a complementary analysis, we use matching techniques to reduce the
imbalance in pre-treatment characteristics of treated and other municipalities in the es-
timation sample. Second, we run placebo tests, where we draw on census data prior to
SEZ establishment to show that employment outcomes did not develop systematically dif-
ferently between SEZ-hosting municipalities, their neighbors and municipalities in further
distance prior to SEZ establishment. This further corroborates the plausibility of the
common trend assumption. As census rounds are infrequent, we also show that parallel
pre-trends between treated and reference municipalities hold when we proxy economic ac-
tivity by annual nightlight data, which allows for a more detailed picture in the immediate
lead-up to SEZ establishment.
Our empirical analysis builds on a novel data set that combines census data with georefer-
enced data on SEZs for the period 1998-2013. In the main model, we draw on employment
information from the 2005 and 2013 waves of the Economic Census and on population
information from the 2001 and 2011 waves of the Population Census, which cover the uni-
verse of firms and households in India, respectively. We, moreover, identify the location
of all SEZs and the date when they went into operation from newspaper articles, official
statistics by the Ministry of Commerce and Industry as well as from minutes of the Cen-
tral Board of Approval and match them with their hosting municipality using the India
Village-Level Geospatial Socio-Economic Data Set (Meiyappan, Roy, Soliman, Li, Mondal,
Wang, and Jain, 2018). Having identified the SEZ-hosting municipality allows us to add
rich granular census information like municipal employment by sector and gender and the
number of firms (Asher, Lunt, Matsuura, and Novosad, 2021). Our final sample includes

3Note that we restrict our data to municipalities within a 50km radius of an SEZ. Even if SEZ developers
condition the location of SEZs on regional economic outcomes, it is – e.g. due to land restrictions (Levien,
2012; Parwez and Sen, 2016) – hardly feasible to precisely target SEZs to specific subareas. This dampens
concerns that the location of SEZs across sample municipalities correlates with outcome trends in our
data.
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almost 50K Indian municipalities with a total population of 146M people in 2011.

Our baseline results uncover a sizable effect of SEZ-establishments on local employment in
manufacturing and services. In SEZ-hosting municipalities, employment growth over the
8-year time frame between 2005 and 2013 is estimated to exceed employment growth in ref-
erence locations – defined as municipalities in the 20-25km distance bin – by 52 percentage
points (pp). To put this sizable effect into perspective, note that India experienced high
overall employment growth in this time period and municipalities are mostly small entities
with average non-farm employment of 290 workers (median of 41). Our findings indicate
that the policy also contributed to local economic development beyond the boundaries
of SEZ-hosting municipalities up to a distance of 10km. In the first distance bin around
SEZs (< 5km), non-agricultural employment growth is 22pp higher than in the reference
location after SEZ-establishment; in the second distance bin (5-10km), it is 16pp higher.
For municipalities in a distance of 10-50km from an SEZ, we find no significant difference
in employment trajectories relative to the reference location.

In additional analyses, we show that the SEZ policy reduced the number of workers in the
agricultural sector: SEZ municipalities experienced a 17pp lower agricultural employment
growth than reference locations. This pattern suggests that the SEZ Act contributed to a
local transition from an agrarian-based towards an industrial and service economy. This
transition is widely considered to be one of India’s main development challenges (Sud, 2014)
as productivity in the agricultural sector is low: the 50-60% of Indian workers employed in
agriculture contribute only 18% to GDP (World Bank, 2023a,b). The drop in agricultural
work is centered around marginal employment (i.e. employment of 183 days per year or less)
and hence around the least-paying jobs in the agricultural sector. This further supports
the interpretation that SEZs created better employment opportunities for local workers.
This finding connects well with previous research that has emphasized the importance of
sectoral shifts from agriculture to more productive industries as a key driver of economic
development (Eichengreen and Gupta, 2011; Gollin, Lagakos, and Waugh, 2014; McMillan,
Rodrik, Dani, and Verduzco-Gallo, 2014). A back-of-the-envelope calculation suggests that
the decrease in agricultural employment amounts to around one third of the increase in
non-agricultural employment.

Moreover, we find that the decline in agricultural employment was in particular driven by
female workers. Men experienced a weaker and statistically insignificant drop in agricul-
tural work. One possible explanation for the latter finding is that men own most agricul-
tural land in India (Agarwal, Anthwal, and Mahesh. Malvika, 2021), which might limit
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their responsiveness to alternative job opportunities. Female non-agricultural employment
in SEZ municipalities went up markedly after SEZ establishment: the growth rate of female
manufacturing workers in SEZ-hosting municipalities exceeded that in reference municipal-
ities by 55pp. The policy hence contributed to better employment opportunities for women
in the secondary sector. Female employment in services increased only marginally (and in-
significantly) in turn, while male employment went up to a similar extent in manufacturing
and services.

The finding on gender effects resonates well with observers’ expectation that SEZ policies
would generate new and better jobs for women (Bacchetta, Ernst, and Bustamante, 2009;
Rama, 2003; World Bank, 2011a). And it connects to recent literature that has docu-
mented rising shares of female employment caused by free-trade policies in many countries
(Bussmann, 2009; Ozler, 2000). We also consider SEZs’ effect on female employment to
be of particular relevance as women in India – similar to other less developed countries
– are a vulnerable group in the labor market: Gender discrimination is a prevalent and
long-standing phenomenon, and unemployment rates among women are significantly higher
than among men (Klasen and Pieters, 2015; Srivastava and Srivastava, 2015).

Finally, we offer two further insights. The first concerns the impact of SEZ policies on the
formal and informal sector. Our empirical analysis draws on census data that allows us to
observe the universe of Indian manufacturing and service firms and to proxy for formal and
informal firms. We show that smaller, informal entities – which, despite accommodating
over 90% of the Indian workforce, are ignored in many previous studies – also respond
strongly to SEZ establishment and contribute significantly to the aggregate creation of non-
agricultural jobs by SEZs. Ignoring these firms hence underestimates the local employment
impact of SEZs and other place-based policies. In further analyses, we exploit that India
hosts a variety of SEZs, which differ in two key dimensions: there are zones that are
developed by private and public developers respectively and zones with different industry
denominations. Our analysis shows that SEZs of different types exert broadly comparable
effects on overall local employment (while the industry composition of the new employment
can naturally differ). Finally, we combine our estimates with official statistics on foregone
tax revenues. This tentatively suggests that the SEZ scheme supported job creation at
relatively low fiscal costs.

Beyond the referenced literature so far, our study relates closely to research on the spatial
economic effects of place-based policies. Most existing work is set in developed countries
(Busso, Gregory, and Kline, 2013; Ehrlich and Seidel, 2018; Gobillon, Magnac, and Selod,
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2012; Neumark and Kolko, 2010; Neumark and Simpson, 2015). Evidence on the effects
of SEZs in less-developed countries is scarce – with studies on SEZs in China being the
notable exception (e.g. Lu, Sun, and Wu, 2022; Lu, Wang, and Zhu, 2019; Wang, 2013).
While offering valuable insights, it is unclear whether these Chinese experiences translate
to other countries. Chinese SEZs were established during a time when China transitioned
from a central planning to a market economy. The country’s institutional context at that
time differed from many other less developed economies. In particular, the high degree of
government intervention in the economy stands out (Bosworth and Collins, 2008; Farole
and Moberg, 2014). As SEZs were granted more free market-oriented economic policies and
flexible governmental measures compared to the planned economy elsewhere, incentives for
firms to locate inside SEZs might have been steeper than in other countries.4 Observers
have thus raised concerns that results from existing studies may not be externally valid for
other countries (The Economist, 2015). The World Bank Group writes: "Extracting wide-
ranging policy implications from [...] [such] analysis remains risky" (World Bank, 2017).
This calls for evidence for other countries. We fill this gap and augment the evidence on
China by documenting a sizable SEZ-effect on local employment in India, another leading
emerging economy, which has firmly embraced SEZ policy.5

A comprehensive overview of the history and development of the Indian SEZ experience
is offered by Mukherjee, Pal, Deb, Ray, and Goyal (2016). An earlier working paper by
Hyun and Ravi (2018) mostly relies on nightlight intensity and sample survey data to as-
sess the effect of SEZ establishment on economic development within broad SEZ-hosting
districts in India.6 We offer the first granular analysis based on census data and deliver
novel insights on the channels through which SEZs shape local economic outcomes as well

4Other SEZ-related benefits, in part, overlap: Investors in China and India are e.g. granted special tax cuts
when locating in SEZ areas. One particularity, in turn, of the Indian scheme is that SEZs can be developed
bottom-up by private investors. Our evidence suggests that these private SEZs induce significant local
employment effects.

5Our estimated employment effects for directly affected municipalities are quantitatively broadly comparable
to those measured in China (e.g., Lu, Wang, and Zhu, 2019; Wang, 2013). Other studies on place-
based policies in China include Koster, Cheng, Gerritse, and Oort (2019) who find 10-15% higher firm
productivity following the opening of science parks in Shenzhen. Chen, Lu, Timmins, and Xiang (2019)
document a decline in TFP by 6.5% due to closures of development zones. Jia, Ma, Qin, and Wang
(2020) explore China’s Great Western Development Programme finding no evidence for employment or
wage effects, but higher local GDP through physical investment. Also note that prior research for China
finds little evidence for SEZ spillovers to neighboring jurisdictions (Lu, Wang, and Zhu, 2019), while we
find statistically significant and quantitatively relevant spillover effects in a more granular spatial setting
in India.

6Alkon (2018) focuses mainly on infrastructure effects of SEZs at the sub-district level. Another paper by
Görg and Mulyukova (2024) uses a sample of large Indian firms to study the effect of SEZs on exporting
behavior and factor productivity.
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as the geographical and social dispersion of economic growth. Previous empirical work on
the economic consequences of other regional and local public policies in India has studied
distinctively different programs, namely preferential tax policies for industrially backward
districts (Abeberese, Chaurey, and Menon, 2024; Hasan, Jiang, and Rafols, 2021), state-
level tax incentives (Chaurey, 2017; Shenoy, 2018), rural road construction programs (Asher
and Novosad, 2020a). The latter policies aimed at reducing spatial disparities by targeting
lagging regions or improving the infrastructure network. SEZ policies differ from these
interventions in terms of objectives and instruments. They aim to promote exports and
investments, mostly in non-lagging regions (SEZs are often located close to urban areas
or transport infrastructure like ports), target internationally active firms (by granting tax
and tariff benefits to exporters and importers) and contrary to other place-based policies
allow for a bottom-up approach, where private developers can develop and run SEZs. The
effectiveness of these policies and agglomeration dynamics may differ, rendering it difficult
to apply lessons from prior research to the SEZ policy.

To the best of our knowledge, we are also the first to empirically link SEZ establishment to
sectoral shifts from agriculture to manufacturing and services. This adds to the literature
on structural change and economic growth (Gollin, Lagakos, and Waugh, 2014; Kline and
Moretti, 2014; Laitner, 2000; McMillan, Rodrik, Dani, and Verduzco-Gallo, 2014). For
India, Eichengreen and Gupta (2011) identify the sectoral shift from agriculture to services
as a key driver of economic growth; Blakeslee, Chaurey, Fishman, and Malik (2022) study
the effects of a land-rezoning program in Karnataka on local sectoral shifts. Previous work
in other countries has mostly focused on the role of trade liberalization and international
integration for structural change, see e.g. Uy, Yi, and Zhang (2013) for Korea and McCaig
and Pavcnik (2013) for Vietnam.

The results on changes in female employment in agriculture, manufacturing and services
further inform the extensive literature that has documented the positive effects of female
labor force participation and empowerment for economic development as summarized, for
example, by Duflo (2012) and World Bank (2012) in general and by Das, Jain-Chandra,
Kochhar, and Kumar (2015) for India. According to statistics by the International Labour
Organization, India features a comparably low female labor force participation rate of
around 25%. Policies, which create labor market opportunities for women, may hence
come with high socio-economic returns. Our paper contributes to this line of research by
connecting novel gender-specific labor market effects with the place-based policy literature.

The remainder of the paper is organized as follows. Section 2.2 describes the institutional
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background. Section 2.3 presents the empirical methodology. Section 2.4 introduces the
construction of our data set and descriptive statistics. We discuss our findings in Sections
2.5 and 2.6. Section 2.7 offers a back-of-the-envelope calculation on the cost effectiveness
of the policy before we conclude.

2.2 Institutional background

In the 1960s, India became one of the first countries to establish export-processing zones
which were later relabeled as SEZs in the early 2000s. But for long, SEZs were rare in
the country. Between the 1960s and the 1990s, only seven SEZs were established by the
central government. This changed drastically when the Indian government implemented
the Special Economic Zones Act in 2005, allowing for private investments in SEZs and
a much more flexible environment than the precedent framework in which all zones were
owned and managed exclusively by the central government. Until 2020, the number of
operational SEZs, i.e. zones with at least one active company, increased markedly to 240
of which more than 90% were established under the SEZ Act (see Figure 2.2.1).

Figure 2.2.1: Operational SEZs in India
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Notes: This figure plots the cumulative sum of operational SEZs in India by year. SEZs are defined as being operational
as soon as one firm commenced with its production. The individual SEZ data are obtained from the Indian Ministry of
Commerce and Industry. The date of operation is sourced from newspaper articles and administrative records.

Against the background of India’s economy being highly regulated and poorly integrated
into the global economy (World Bank, 2005), the main goals of the SEZ Act were to (i)
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generate additional economic activity, (ii) promote exports of goods and services, (iii) pro-
mote investment from domestic and foreign sources, (iv) create employment opportunities,
and (v) develop local infrastructure facilities (SEZ Act, 2005).7 To achieve these goals, the
SEZ Act provided a uniform legal framework for developing and doing business in these
specially designated areas. Firms in SEZs, moreover, enjoyed various administrative and
fiscal benefits. On the administrative side, there was so-called “single-window clearance”,
that is, all approvals were issued by a single authority.8 Businesses in SEZs, moreover,
received a 100% income-tax exemption on export income for the first five years of opera-
tion, which reduced to a 50% exemption for the following five years. Thereafter, SEZ firms
received a tax benefit of 50% on reinvested profits for a final period of five years. SEZ
business units were, furthermore, exempted from sales and service taxes and, until 2012,
from the Minimum Alternate Tax (MAT), a minimum tax on profits of 18.5%. SEZ firms
also benefited from duty-free imports and domestic procurement of goods and services.
Note that SEZs were treated as being outside of the domestic tariff area (DTA), so that
goods that were produced in the SEZ and sold into the DTA were considered as imports
to the Indian market. In consequence, companies in the DTA had to pay import tariffs if
they purchased goods from a SEZ company. In turn, goods and services supplied by DTA
companies to SEZ units were considered as exports from the DTA and exempted from any
taxes and tariffs. Hence, the flow of goods from DTA into SEZs was subject to no taxes
or tariffs, but not vice versa.

Applications for establishing a SEZ were assessed by the Central Board of Approval. One of
the main criteria for an approval by the board was that SEZ developers were in the rightful
possession of sufficiently large parcels of land depending on the industry denomination. For
example, multi-product zones required a minimum contiguous area of 10 square kilometers
while sector-specific zones such as IT zones required only 0.1 square kilometers. After
the formal approval by the board, the proposal to develop the SEZ was recommended
for notification to the Ministry of Industry and Commerce, which officially declared the
designated area as an SEZ area.

7Mukherjee, Pal, Deb, Ray, and Goyal (2016) conducted a survey of 145 businesses from 32 SEZs and asked
for their motivation to locate in SEZs. Duty-free imports, ease of exports, tax holidays, single window
clearance and ease of business were mentioned as the most important reasons.

8According to the World Bank’s Enterprise survey in 2022, 12.1% of IT-firms mentioned “business licensing
and permits” to be their biggest obstacle to doing business.
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2.3 Empirical approach

To identify the causal economic impact of SEZs across space, we draw on two economic
census waves (2005 and 2013) and implement a difference-in-differences-style analysis com-
paring changes in outcome variables between municipalities that host an SEZ and munici-
palities in the same region without an SEZ before and after the treatment, i.e. the start of
the SEZ Act in 2005.9 To this end, we group municipalities in 5km-distance rings around
their closest SEZ up to 50km.10 This allows us to non-parametrically study the spatial
effects of the policy. Municipalities outside of the 50km radius around an SEZ are dropped
from the analysis. The main analysis relies on a spatial difference-in-differences model of
the following form:

ln(yit) =
10∑

d=0,d̸=5
βd(D[di=d] ×POSTt)+η′ (Xi ×POSTt)+POSTt +αi + εit, (2.1)

where yit represents outcomes like employment or the number of firms in municipality i

in year t. D[di=d] indicates whether a municipality i is in distance bin d to an operational
SEZ in the post-treatment year. di = 0 indicates SEZ-hosting municipalities, di = 1 SEZ-
neighboring municipalities within a 5km-distance to the SEZ, di = 2 municipalities in a
5-10km distance etc. up to 50km. Distance bin d = 5 (distance of 20-25km) is omitted
and serves as the reference category. We interact the distance dummy with a post-reform
dummy POSTt. The model further includes municipality fixed-effects, αi, and additional
control factors, Xi × POSTt, which are specified in further detail below. ϵit is the error
term. The βds are the parameters of interest capturing differences in outcome trends in
municipalities in distance bin d relative to municipalities in the reference category. In the
baseline specification, we cluster standard errors at the district level to account for spatial
correlation. In additional specifications, we cluster at the level of the "closest SEZ groups"

9The prior literature on place-based policies has also pursued identification strategies, where locations that
are targeted by a given policy are compared with locations that were considered but not finally picked
for treatment (see e.g. Greenstone, Hornbeck, and Moretti (2010)). Approaches along these lines are,
unfortunately, not feasible in our setting, as documentations from meetings of the SEZ Board of Ap-
proval (http://sezindia.nic.in/cms/boa-minutes.php) show that the vast majority of SEZ applications are
approved. Another strategy that has been pursued in prior literature is to compare treated municipalities
with municipalities that are selected for treatment in the future. Again, this is not viable in our setting as
a substantial part of these potential control SEZs are located within close geographic proximity of SEZs
that became operational by 2013.

10There are some municipalities within these 50km radii of our SEZs that are also within a 50km radius to
an SEZ established before the SEZ Act in 2005. Excluding them from the sample does not change our
estimation results.
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comprising all municipalities whose di is determined by the same SEZ and apply Conley
(1999) standard errors.
Note that the concentric ring analysis allows us to capture the spatial effect of the policy.
The choice of the reference category is arbitrary and anchors the interpretation of the
coefficient estimates for βd as the effect of the SEZ on the relative economic development
of municipalities in radius d to the reference municipalities. Prior research has shown that
the spillover effects of place-based policies tend to be very local (Ehrlich and Seidel, 2018;
Einiö and Overman, 2020). Our results suggest that the same holds true for SEZs in India.
If we were willing to assume that the reference municipalities in 20-25km distance are
unaffected by the policy, the βds can be interpreted as the effect of the SEZ policy on the
treated municipalities.
The main threat to our empirical identification strategy and to obtaining unbiased esti-
mates for βd is the violation of the conditional mean independence assumption. If SEZ
developers systematically place SEZs in areas whose outcome trends differ from other mu-
nicipalities, conditional mean independence is violated – or in the parlance of DiD design
– there is a violation of the common trend assumption.11

We address this concern in two ways. First, we explore differences in the baseline charac-
teristics of treated and other municipalities. While differences in municipal baseline char-
acteristics are absorbed by αi if time-constant, these characteristics might also correlate
with changes in economic outcomes.12 We thus control for municipal baseline character-
istics interacted with the post-treatment dummy, Xi × POSTt. The vector Xi models
differences in municipality size (dummy variables for the quartiles of the population distri-
bution), employment structure (a dummy variable indicating that there are formal firms in
the locality), industry composition (dummy variables for the dominant industry measured
by employment share), distance to key infrastructure (airports, ports, highways, railroad,
power plants) and to the next urban center. Under the assumption, that Xi is randomly
drawn from all factors influencing SEZ locations, obtaining similar estimates for βd with
and without the control variables Xi × POSTt mitigates the concern that locational dif-
ferences cause a bias (Altonji, Elder, and Taber, 2005).

11In particular, unbiasedness relies on the following assumption:

E[εit|D[di=d] ×POSTt,Xi ×POSTt,POSTt,αi] = E[εit|Xi ×POSTt,POSTt,αi] (2.2)

That is, conditional on αi, POSTt and Xi × POSTt, the regressor of interest D[di=d] × POSTt and the
error term εit are mean-independent.

12One potential example are differences in the proximity of municipalities to the Golden Quadrilateral
National Highway in India whose construction was completed in 2013.
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In a complementary line of inquiry, we turn to matching techniques to reduce imbalances
in the characteristics of treated and other municipalities. We employ coarsened exact
matching (CEM), that is we temporarily coarsen the data based on the observed Xi using
automated binning strategies and define unique observations of the coarsened data, each
of which is a stratum. Treated and control municipalities are then exactly matched on
these strata. Observations whose strata do not contain at least one treated and one con-
trol observation are dropped and weights are used to compensate for the different strata
sizes (Iacus, King, and Porro, 2012). Importantly, and contrary to many other matching
strategies, coarsened exact matching does not only account for imbalances in means, but
also for imbalances in higher moments and interactions (Blackwell, Iacus, King, and Porro,
2009; Iacus, King, and Porro, 2012).
The second strategy to further corroborate the common-trend assumption is twofold. First,
we use the Census waves in 1998 and 2005 to run placebo regressions for the pre-treatment
period. If running the spatial difference-in-differences model in Eq. (2.1) on data prior to
SEZ introduction reveals no differential outcome trends between treated and control units,
this supports the common-trend assumption. Second, as census data are available only
infrequently, we augment our analysis by annual nightlight data that have been shown to
serve as a good proxy for economic activity and are widely used in the literature (Hender-
son, Storeygard, and Weil, 2012). This allows us to test for differential outcome pre-trends
between SEZ-treated municipalities and reference municipalities in the years directly lead-
ing up to treatment.
While our main analysis follows a classic two-by-two difference-in-differences approach
(tracking economic outcomes between two censuses), the nightlight data allow us to model
the staggered implementation of SEZs in an event study analysis. To obtain unbiased
estimates in this setting in the presence of heterogeneous and dynamic treatment effects,
we rely on the estimator proposed by Callaway and Sant’Anna (2021), which – similar to
other estimators in the literature – ensures that already-treated units are not used as a
control group for later-treated units.13 The model compares the evolution of employment
outcomes of municipalities treated by SEZs with reference municipalities (in a distance of
20-25km). It reads:

ln(nlit) =
5∑

k=−5,k ̸=−1
θk1[t−Ti = k]+γt +αi + ϵit, (2.3)

13Other estimators, e.g. Sun and Abraham (2021), yield similar results to the ones presented below.
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where nlit denotes the average nightlight intensity in municipality i in year t and Ti denotes
the year in which the SEZ related to municipality i became notified. αi and γt denote
municipality and year fixed effects, respectively. The θks can therefore be interpreted as
the dynamic treatment effects (in relative time k) of SEZs on municipal nightlight intensity.

2.4 Data

Data on SEZs. We compiled information on all 147 Indian SEZs that were established
under the SEZ Act and became operational until 2013 from various sources. Data on the
name of the SEZ, whether the SEZ was privately or publicly developed, its location, size,
industry type and date of notification are readily available from the Ministry of Commerce
and Industry.14 We georeference each SEZ at the municipality-level or, if available, even at
its exact location. We verify our strategy by comparing our SEZ coordinates with a sub-
sample of officially georeferenced SEZs that is accessible at the development commissioner’s
website of the Visakhapatnam SEZ.
A key variable for our empirical analysis, the start of operation of a zone, was not directly
accessible and had to be hand-collected from newspaper articles, official statistics by the
Ministry of Commerce and Industry as well as from minutes of the Central Board of
Approval. We define the date of operation as the earliest date available, where we find at
least one firm in the SEZ that went into operation. Figure 2.4.1 illustrates the geographical
location of SEZs.
Link to municipal data. Using GIS techniques, we spatially join the georeferenced SEZ
data with the India Village-Level Geospatial Socio-Economic Data Set (Meiyappan, Roy,
Soliman, Li, Mondal, Wang, and Jain, 2018), which provides the administrative boundaries
of every municipality in India based on the Population Census of 2001. To identify SEZ-
hosting municipalities and municipalities in close proximity to SEZs, we approximate the
area of the SEZ based on the geo-coordinates and information on the SEZ’s area which by
the SEZ Act is required to be contiguous (SEZ Act, 2005). As information on precise SEZ
boundaries is unavailable, we assume SEZs to be circular. Based on the total area, we then
calculate the radius of the zone and consider all municipalities that fall within this radius
as SEZ-hosting municipalities (see Appendix 2.A for details). The geo-referencing further
allows us to compute distances from sea ports, airports, railway networks, highways, cities

14http://sezindia.nic.in/index.php.
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Figure 2.4.1: Geographical distribution of operational SEZs

Notes: This figure plots the location of all SEZs in India that were established under the SEZ Act 2005 and became operational
until 2013.

or power plants that we will use as control variables in the empirical analysis.15

Data on outcome variables. Having information on the start of operation of each SEZ
and knowing their hosting municipalities, we finally use both the Economic Census and the
Population Census to add economic variables like employment, population and the number
of firms. The Economic Census contains the population of all non-agricultural (i.e. man-
ufacturing and service) firms in India including the informal sector. We can draw on three
repeated cross-sections of data for the years 1998, 2005 and 2013. We link municipalities
across the three Economic Census waves by using the time-consistent municipality identi-
fiers provided by the Socioeconomic High-resolution Rural-Urban Geographic Platform for
India (Asher, Lunt, Matsuura, and Novosad, 2021, SHRUG). For every non-agricultural
firm in India, the Economic Census contains information on employment (total and sep-
arate by gender), a firm’s industry code and its host municipality. We disregard public
administration employment and employment in international organizations. The Economic

15We retrieved data on the geo-coordinates of these infrastructure facilities as follows: Airports from
the WFP SDI-T Logistics Database (https://data.humdata.org/dataset/global-logistics), Ports from the
World Port Index (https://msi.nga.mil/Publications/WPI), Power Plants from the Global Power Plant
database (https://datasets.wri.org/dataset/globalpowerplantdatabase), railways and roads from the Digi-
tal Chart of the World (https://www.soest.hawaii.edu/pwessel/dcw). Last accessed: June 2nd, 2024.
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Census for 2013 lists 58.5 million firms employing 131.3 million workers. We collapse each
Economic Census round to the municipality level and calculate the municipalities’ number
of firms, total employment, employment by gender and by industry as well as employment
for small and large firms, defined as firms with less than 10 employees and firms with
10 employees or more, respectively.16 The latter distinction is of particular importance
as firm size in India discontinuously impacts firm formality. While firms of all sizes may
decide to operate outside the formal sector, all firms with less than 10 employees are by
official statistics classified as informal, reflecting that they are subject to a light regulatory
burden under Indian law (NCEUS, 2009). For example, they do not need to register with
official statistics, are exempted from social security taxes and subject to light bureaucratic
procedures (Amirapu and Gechter, 2020; Mehrotra, 2019). We will show below that these
small, informal firms employ the majority of Indian workers - ignoring them in empirical
analyses hence implies that aggregate employment effects of place-based policies can be
severely underestimated. We thus consider it to be a decisive advantage of our census data
that it provides a complete picture of economic activity, accounting for formal and informal
firms as well as for manufacturing and service entities.
We further complement the data with three waves of the Population Census containing
a repeated cross-section of data for the years 1991, 2001 and 2011. The data contain
information on the total population, literacy and infrastructure facilities such as number
of schools, road access or electricity for every municipality in India. Most importantly, the
Population Census contains information on persons working as cultivators or agricultural
laborers, which are not covered by the Economic Census. As the last wave of the Population
Census was 2011, we restrict the sample to municipalities in 50km radii of SEZs which
became operational up to 2011 for analyses based on Population Census variables. Finally,
we use annual information on average nightlight intensity matched to the municipality level
(Asher, Lunt, Matsuura, and Novosad, 2021; NOAA, 2013).
Descriptive statistics. Figure 2.4.2 illustrates that the majority of SEZ-hosting munic-
ipalities are relatively small as measured by their inhabitants in 2001. There are a few
SEZs in India’s leading cities – defined as cities with more than 500K inhabitants in 2001

16We use the concordance tables provided by the Ministry of Statistics and Programme Implementation to
harmonize industry codes across time. While the Economic Census of 2013 uses the National Industry
Classification (NIC) of 2008, the Economic Censuses of 2005 and 1998 use the NIC codes of 2004 and 1987,
respectively. We match the three-digit NIC-04 Codes to three-digit NIC-08 codes and aggregate them to
one digit NIC-08 codes for our analysis. In cases of industry splits across industries, we assign the industry
code, that has a higher employment share according to the Economic Census of 2013. Hence, while the
harmonization of industry codes is not entirely time consistent, note that most of the industry splits are
between NIC-04 and NIC-08 are within the same one-digit industry.
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Figure 2.4.2: Size distribution of SEZ-municipalities
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– which we take out of our base analysis as effects related to SEZ establishment in these
metropolitan areas are difficult to detect in the data. Since it concerns few observations,
this sample restriction is not decisive for any of the results presented in this paper.17

The final sample comprises 49,669 municipalities with a total population of 146M people
according to the latest Population Census in 2011. As shown in Appendix 2.A.2, the
average municipality employs 290 non-agricultural employees with a median of 41 workers
and accommodates 3,061 residents. On average, there are 70 (220) female (male) non-
agricultural workers per municipality and 189 (330) female (male) agricultural workers.
Small informal firms with less than 10 workers account for about two thirds of average
municipal employment.
With respect to ownership, 77% of the SEZs in our 2005-2013 sample were developed by
private companies versus 23% by public bodies. In terms of industry denomination, 57%
are IT zones, followed by engineering (12%), pharmaceutical (9%) and multi-product zones
(9%). The average SEZ covers 1.76 square kilometers, but the size varies systematically by
industry denomination. IT-zones, on average, cover 0.25 square kilometers, multi-product
SEZs 14.02 square kilometers.18

17We show in Appendix 2.B that the estimated SEZ effects do not change when large cities are included.
18Based on a self-compiled firm-level dataset that we describe in Appendix 2.B.3, we further observe that

about 65% of SEZ firms are privately owned by Indians and about 25% belong to a company group. Private
firms owned by foreigners only account for about 10% of SEZ firms.
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Table 2.4.1: Pre-treatment location characteristics

Mean values and standard deviations (in brackets)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (6)-(1)
0km 0-5km 5-10km 10-15km 15-20km 20-25km 25-30km 30-35km 35-40km 40-45km 45-50km Difference

log distance to city (km) 3.808 3.645 3.712 3.658 3.749 3.806 3.861 3.952 4.035 4.108 4.159 -0.002
(1.011) (0.909) (0.874) (0.808) (0.838) (0.763) (0.699) (0.651) (0.594) (0.549) (0.536) (0.066)

log distance to power plant (km) 3.718 3.652 3.699 3.531 3.733 3.753 3.816 3.896 3.925 3.929 3.939 0.035
(0.750) (0.774) (0.784) (0.851) (0.769) (0.798) (0.767) (0.752) (0.753) (0.776) (0.765) (0.068)

log distance to airport (km) 4.519 4.395 4.431 4.370 4.607 4.618 4.701 4.783 4.796 4.825 4.855 0.099
(1.350) (1.264) (1.193) (1.052) (1.053) (1.016) (0.970) (0.917) (0.881) (0.838) (0.810) (0.088)

log distance to port (km) 4.459 4.756 4.842 4.753 5.046 4.960 5.025 5.102 5.087 5.143 5.126 0.501
(1.327) (1.345) (1.273) (1.277) (1.175) (1.132) (1.138) (1.117) (1.080) (1.094) (1.058) (0.097)

log distance to railway (km) 1.735 2.002 2.073 2.020 2.112 2.156 2.220 2.316 2.382 2.461 2.467 0.421
(1.153) (1.153) (1.085) (1.054) (1.068) (1.084) (1.116) (1.116) (1.092) (1.114) (1.148) (0.093)

log distance to highway (km) 1.941 2.151 2.312 2.419 2.553 2.618 2.733 2.863 2.954 3.014 3.063 0.677
(1.290) (1.228) (1.150) (1.062) (1.118) (1.112) (1.116) (1.062) (1.047) (1.040) (1.055) (0.096)

log population in 2001 7.643 7.428 7.204 7.257 7.115 7.092 7.088 7.044 6.997 6.980 6.949 -0.551
(1.432) (1.220) (1.098) (1.063) (1.098) (1.071) (1.034) (1.049) (1.079) (1.080) (1.079) (0.093)

Formal employment share in 2005 0.222 0.135 0.110 0.102 0.105 0.0995 0.0873 0.0745 0.0735 0.0715 0.0687 -0.122
(0.310) (0.235) (0.214) (0.204) (0.215) (0.211) (0.192) (0.178) (0.176) (0.174) (0.167) (0.018)

Notes: This table reports the mean values and their standard deviations for municipalities in the respective distance bins relative to SEZs. The last column shows the differences
between the control group (column 6) and SEZ-hosting municipalities (column 1). Distance measures the distance in kilometers to the closest respective amenity. City denotes
municipalities with a population of more than 500K. Formal employment share in 2005 denotes the share of of formal employment (i.e. in firms with more than 10 employees)
in total municipal employment. Standard deviations in brackets.

As we compare municipalities across space, Table 2.4.1 provides an overview of locational
characteristics by distance bin, mostly in logs as they enter our estimation. The last
column shows differences between the reference locations and SEZ-hosting municipalities.
There are no significant differences between the two groups with respect to proximity to
large cities, airports and power plants, but SEZ-hosting municipalities tend to be closer to
other infrastructure facilities such as railways or highways compared to reference locations.
Further, municipalities with an SEZ tend to be larger in terms of population and are
characterized by a higher formal employment share. We ensure that these differences in
locational characteristics are not driving our estimation results by interacting all depicted
covariates with the post-treatment dummy according to Eq. (2.1).

2.5 Baseline results

In this section, we will present estimation results for the models specified in Section 2.3.
In the following, we will show that SEZ establishment increased local manufacturing and
service employment in India (Section 2.5.1), illustrate that SEZs generated genuinely new
jobs, rather than inducing relocation of jobs in space (Section 2.5.2) and present evidence
that relates SEZs to structural change (Section 2.5.3). In the appendix, we furthermore
document that SEZ establishment did not improve local infrastructure provision (which
was another goal of the SEZ Act as outlined in Section 2.2).
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2.5.1 Employment effects

Using the log of municipalities’ manufacturing and service employment as the dependent
variable, Figure 2.5.1 (a) presents estimation results of the spatial model in Eq. (2.1) by
plotting the coefficients β̂d with the corresponding 95%-confidence intervals for all distance
bins. We find a sharp difference in the employment growth of SEZ-hosting municipalities
and reference locations between 2005 (the year of the SEZ Act) and 2013. SEZ-hosting
municipalities and direct neighbors significantly gained employment relative to municipal-
ities in further distance to the SEZ, suggesting that SEZs had a strong impact on local
economic activity. Quantitatively, the point estimate suggests that SEZ establishment in-
creased employment growth in SEZ-hosting municipalities by 52pp (= (e0.418 − 1) × 100)
relative to the reference municipalities.19 Employment growth in municipalities in the
<5km distance bin and the 5-10km distance bin increased by 22pp and 16pp, respectively,
indicating substantial positive spillovers to adjacent regions. For more distant municipal-
ities, the estimates for βd turn out to be small and statistically insignificant, suggesting
that employment changes between municipalities in further distance to the SEZ did not
differ systematically. The magnitude of the estimated employment response is fairly large,
but not implausible given the high general employment growth in India between the 2005
and 2013 Census waves and the relatively small sizes of our sample jurisdictions. The
average SEZ municipality in the sample hosts only 3,139 non-agricultural employees prior
to treatment, so the estimated relative effect translates into moderate absolute values. We
show in Appendix 2.B.1 that these results are robust to using alternative distance bin clas-
sifications, alternative standard error clustering, including municipalities up to a distance
of 200km, including large cities in the sample, re-estimating Eq. (2.1) without the control
vector Xi ×POSTt or applying coarsened exact matching to reduce the imbalance between
treated and other municipalities. We further show that the Mahatma Gandhi National Ru-
ral Employment Guarantee Act (MGNREGA) – a public employment program that was
enacted in 2005 – does not act as a confounder in the analysis.
Figure 2.5.1 (b), moreover, presents estimates of a placebo test that reruns the spatial
difference-in-differences analysis for the pre-treatment period 1998-2005. Evidently, all
estimated coefficients are close to zero and statistically insignificant which supports the
common trend assumption of our spatial difference-in-differences design.

19As Eq.(2.1) includes municipality fixed effects, βd is the difference between changes over time in ln(y) for
municipalities in distance band d relative to changes over time in ln(y) for municipalities in the reference
distance band. Thus, it captures percentage point differences in growth rates of y.
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Figure 2.5.1: Spatial difference-in-differences model
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Notes: The dots indicate the estimated parameters β̂d. Each subscript d refers to a distance on the horizontal axis, e.g. the
coefficient at 0km refers to d = 0. Red lines indicate 95%-confidence intervals. Panel (a) refers to specification Eq. (2.1),
panel (b) depicts the placebo test, where we rerun the analysis for the pre-treatment period 1998-2005. Standard errors are
clustered at the district level. Employment data are based on the Economic Census for 1998, 2005 and 2013.

Given the 7-year gap between the censuses prior to treatment, we augment our data by
annual nightlight information to more granularly assess outcome trends in treated and
control municipalities in the years leading up to treatment. Estimates based on Eq. (3.2)
are presented in Figure 2.5.2. We define municipalities up to 10km as treated (as they
feature positive employment effects in the base analysis) and compare their nightlight
outcomes to those in reference municipalities in a 20-25km distance radius. Treatment
time is set to the year of SEZ notification by the board of approval, reflecting that SEZ

Figure 2.5.2: Nightlights in event study
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Notes: Event study estimates for 10km-regions around SEZs, municipalities in 20-25km distance serve as controls. The figure
plots the θ̂k as estimated from Eq. (3.2) following Callaway and Sant’Anna, 2021. Endpoints are binned. Red lines indicate
95%-confidence intervals. Standard errors are clustered at the district level.
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construction – and hence nightlight intensity – plausibly emerges from SEZ notification
onward. Figure 2.5.2 shows that nightlights developed in parallel between treated and
reference municipalities in the years prior to treatment, which corroborates the common
trend assumption and the causal interpretation of our baseline estimates. Intuitively, the
effect of interest is largest for manufacturing SEZs, whose production sites emit relatively
much nightlight and tend to be located in rural areas with low underlying nightlight levels
(making it easier to detect changes in nightlight intensity), see Appendix 2.B.2.

2.5.2 Job relocation or genuinely new employment?

An important aspect to understand is the extent to which the policy has generated new
economic activity, relative to a mere relocation of manufacturing and service employment
in space (Criscuolo, Martin, Overman, and Reenen, 2019; Ehrlich and Seidel, 2018; Kline
and Moretti, 2014). Relocation can, in principle, be the sole driver behind the estimated
employment effects. To rebut this concern, we suggest three pieces of evidence.

First, our baseline estimates show a stark picture in the sense that employment growth
differs strongly between SEZ-hosting municipalities and their neighbors in distance circles
up to 10km, while there is no significant difference between the employment growth of
municipalities in further distance from the SEZ (10-50km). For this pattern to be con-
sistent with relocation of economic activity, relocation costs must be invariant in space,
i.e. additional employment must have been sourced from municipalities in distance radii
of 10-50km at about equal rates, irrespective of their precise distance to the SEZ. This
is at odds with existing empirical evidence, which shows a rather stable inverse relation
between geographic distance and relocation costs (Bodemann and Axhausen, 2012; Rossi
and Dej, 2020). Note that extending the distance radius to 200km from SEZs does not
change this pattern (see Appendix 2.B.1).

Second, we explore whether the additional employment or the number of firms in SEZ
municipalities and their direct neighboring jurisdictions in distance bands of up to 10km
systematically correlate with changes in employment or the number of firms in munic-
ipalities in further distance. If the strong relative employment increase in SEZ-hosting
municipalities and jurisdictions in close proximity to an SEZ (less than 10km distance)
reflects relocation, we expect that larger employment increases in SEZ municipalities and
surroundings are associated with stronger employment declines in jurisdictions in further
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Table 2.5.1: Outcome changes in SEZs vs distant municipalities

Distance to SEZ
10-15km 15-20km 20-25km 25-30km 30-35km 35-40km 40-45km 45-50km

Employment (≤ 10km) -0.021 -0.031 -0.023 -0.027 -0.000 0.057 0.009 0.019
(0.047) (0.039) (0.048) (0.029) (0.046) (0.038) (0.043) (0.046)

Firms (≤ 10km) 0.008 -0.039 -0.039 -0.030 -0.009 0.034 -0.015 -0.011
(0.055) (0.039) (0.038) (0.030) (0.044) (0.036) (0.042) (0.041)

Observations 6,940 7,864 9,070 10,556 11,656 12,334 13,054 13,534
Municipality fixed effects
Year fixed effects
Notes: Regression results from Eq. (2.4). The upper panel depicts the effects of employment within a 10km radius
around a SEZ on employment in municipalities in further distance bins. The lower panel reruns this specification
using the number of firms as the dependent variable. Standard errors are clustered at the district level. Years
included: 2005 and 2013. *** p<0.01, ** p<0.05, * p<0.1.

distance (> 10km). We run a regression model of the following form:

ln(yi,t) = β0 +β1ln(y0−10
i,t )+POSTt +αi + ϵit, (2.4)

where yi,t measures non-agricultural employment or the number of firms in municipalities
in a distance of more than 10km to their closest SEZ while y0−10

i,t depicts either variable
in SEZ-municipalities and its neighbors up to 10km. We run this regression separately for
each distance bin > 10km.
The estimates for β1 on employment are reported in the upper panel of Table 2.5.1. The
columns reflect specifications for neighboring municipalities in different distance bins (Spec-
ification (1) comprises municipalities in a distance between 10-15km from an SEZ; Specifi-
cation (2) municipalities in a distance between 15-20km etc.). Throughout all specifications
the β1-estimate turns out small and statistically insignificant, corroborating the notion that
the observed baseline findings reflect a genuine increase in local non-agricultural economic
activity rather than relocation of economic activity in space. Similar results emerge if we
use the number of firms as the measure of economic activity (see the lower panel of Table
2.5.1).20

In Appendix 2.B.3, we also show in a back-of-the-envelope calculation that, even if we
take the negative (and statistically insignificant) coefficient estimates for some distance
bins as depicted in Table 2.5.1 at face value, the estimates suggest that only around 1% of

20Note that the number of municipalities per bin increases mechanically with distance to SEZs. Thus, the
number of sourcing municipalities becomes larger relative to the number of potentially receiving municipal-
ities (municipalities in <10km from an SEZ). Nevertheless, relocation would still imply that the estimated
coefficients βd decline in distance d.
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the observed employment gain in SEZs and neighboring jurisdictions up to 10km relates
to relocation from municipalities in further distance. This points to genuine increases
in aggregate economic activity through SEZ establishment rather than relocation across
space, which is consistent with prior findings in the literature (Criscuolo, Martin, Overman,
and Reenen, 2019; Ehrlich and Seidel, 2018).
One remaining concern may be that some of the firms located in SEZs belong to larger
firm groups, which may be active throughout India, including locations outside of the
50km radius accounted for in the above analyses. If firms relocate economic activity from
other group locations to SEZ areas, it may hence not be captured in our prior analyses.
To address this point, we undertake a third analysis, where we compile a firm dataset for
India (see Appendix 2.B.3 for details), which allows us to identify SEZ firms and other
corporations within the same firm group. We use this data to first show that most firms,
which are active in SEZs (> 60%) are standalone Indian companies, limiting the scope
for relocation. We, furthermore, use this data to construct firm groups and determine the
impact of entering an SEZ on firm activity of treated company groups outside of SEZ
areas – specifically, outside of the 50km radius reflected in our baseline analysis. The effect
is identified by comparing the development of firm activity of companies outside of SEZ
areas that belong to groups, which enter an SEZs, to the development of firms in company
groups without SEZ connection. Event study estimates suggest that the economic activity
of these treated and non-treated firms emerged in parallel prior to the implementation of
the SEZ Act in 2005. After 2005, we find no indication for a reduction of sales, profits,
assets, or the total wage bill of treated firms versus non-treated firms – which rejects that
economic activity is relocated within company groups towards SEZ areas. If anything, we
observe an increase in economic activity of treated firms outside of SEZ areas after the
group entered an SEZ. This – as discussed in more detail in the appendix – is consistent
with existing evidence in the literature, which suggest that economic activities at different
firm group locations are complements rather than substitutes (see e.g. Desai, Foley, and
Jr., 2009, Becker and Riedel, 2012, Chodorow-Reich, Smith, Zidar, and Zwick, 2024). See
Appendix 2.B.3 for details.

2.5.3 Structural change and migration

If genuinely new jobs were created, then a natural follow-up question is who took up these
jobs. We explore two channels: structural change and regional migration.
India is characterized by a large agricultural sector that accommodates about half of the
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Figure 2.5.3: Sources for local non-agricultural employment growth
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Notes: The dots indicate the estimated parameters β̂d according to Eq. (2.1). Each d refers to a distance on the horizontal
axis, e.g. the coefficient at 0km refers to d = 0. Panel (a) depicts results for agricultural employment. Panels (b) and (c) show
results for main and marginal agricultural employment, respectively. Panel (d) depicts results for total municipal population.
Red lines indicate 95%-confidence intervals. Standard errors are clustered at the district level. All panels are based on the
Population Census for the years 2001 and 2011.

working population, mostly in low-productivity jobs and in marginal employment rela-
tionships (International Labour Organization, 2013). Managing the transition from an
agricultural to a manufacturing and service economy is widely believed to be one of the
country’s top challenges (Binswanger-Mkhize, 2013) and a promising avenue to higher-paid
jobs and economic growth (Eichengreen and Gupta, 2011; Gollin, Lagakos, and Waugh,
2014; McMillan, Rodrik, Dani, and Verduzco-Gallo, 2014). We test whether SEZs con-
tributed to this transition.
Specifically, we ask whether the documented increase in local non-agricultural employment
in SEZ-areas is paralleled by a decline in agricultural employment. Based on the popula-

102



2.5. Baseline results

tion census, we assign agricultural employment to municipalities following the procedure
outlined in Section 2.4 and then rerun our baseline model in Eq. (2.1) using the log of
the number of agricultural workers as the dependent variable. Panel (a) of Figure 2.5.3
indicates that the number of workers in the primary sector declined in SEZ municipali-
ties after SEZ establishment. Quantitatively, the drop amounts to 17pp (p-value: 0.03).
Neighboring municipalities up to 10km also experience a negative, but smaller effect.21

We can go one step further and split up the overall reduction of agricultural jobs into
main and marginal employment. As shown in panels (b) and (c) of Figure 2.5.3, SEZs in
particular led to a reduction in marginal agricultural employment – that is, in the number of
agricultural workers that are employed for less than 183 days per year. Quantitatively, their
number declined by 33pp (p-value: 0.04) in SEZ-municipalities relative to municipalities
in the reference category. The point estimate for the response of the number of main
agricultural workers is close to zero, in turn. It is thus the least attractive jobs in the
agriculture sector, which drop off the market. In Appendix 2.B.4, we further show in
a back-of-the-envelope calculation that the decline in agricultural employment explains
about one third of the increase in non-farm jobs. We also provide additional evidence
for employment increases in low-skilled services and manufacturing. Although we cannot
follow individual workers across space and jobs, these results provide novel evidence in line
with a transition from agricultural to low-skilled non-farm employment.
The result adds to a growing literature on structural change in less developed countries,
which has documented large differences in productivity between agriculture and non-
agriculture sectors and across regions (e.g. Gollin, Lagakos, and Waugh, 2009), stemming
from various frictions (e.g. imperfect transport infrastructure (Asher and Novosad, 2020b),
rural insurance networks (Munshi and Rosenzweig, 2016) or social norms that stigmatize
migration (Beegle, Weerdt, and Dercon, 2011)). While the SEZ policy did not directly
eliminate or lower these frictions, local productivity gains in non-agricultural employment
in SEZs areas, related to agglomeration advantages (e.g. Combes and Gobillon, 2015) or
the location of high-productivity (multinational) firms (see e.g. Alfaro-Urena, Manelici,
and Vasquez, 2022), may have induced worker movements across sectors and regions, con-
sistent with our findings.
Turning to the second channel, workers may be sourced from outside of the SEZ-municipality.
While we have shown above that there is little evidence for net job relocation in space,
workers might migrate towards SEZ-municipalities, resulting in higher local population

21Data on agricultural employment come from the Population Census that is available for 1991, 2001 and
2011.
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growth. The pronounced population growth in India provided an ideal environment for
such an effect. In our sample frame, the population increased from 127M to 146M between
2001 and 2011. Panel (d) of Figure 2.5.3 shows that population growth in SEZ areas was
systematically higher than in control jurisdictions and there is indication of SEZ-induced
population gains in neighboring areas. In principle, the difference in population growth
might also reflect differences in fertility rates (e.g. triggered by higher income opportunities
in SEZ areas). Given that we study a rather short time frame, we consider this explanation
to be of second-order importance at best.22

2.6 Heterogeneous effects

In this section, we shed light on heterogeneous treatment effects by gender (2.6.1), firm size
(2.6.2) and zone characteristics (2.6.3) to explore the anatomy of the employment response.

2.6.1 Employment effects by gender

Female workers are a particularly vulnerable group in the Indian labor market as un-
employment rates among women tend to be high and discrimination is a long-standing
phenomenon (Klasen and Pieters, 2015; Srivastava and Srivastava, 2015). Against this
background, providing better income opportunities to women by integrating them into
the formal labor market would be an important effect of the policy. One presumption
proponents of the SEZ-policy have expressed is that additional jobs in manufacturing or
services would be sourced from the unused female workforce or from women being employed
marginally in the agricultural sector and that women might be the main beneficiaries of
such policies (e.g. Bacchetta, Ernst, and Bustamante, 2009; Rama, 2003; Brussevich
and Dabla-Norris, 2020). These hopes were further spurred by rising female employment
shares in export-oriented industries in many less-developed countries (Bussmann, 2009;
Ozler, 2000).
Our data allow us to split up employment effects by sector and gender. Panels (a) and
(b) in Figure 2.6.1 reveal that in particular female employment declined in the agricultural

22Employment growth in manufacturing and services could also be associated with higher labor-force partic-
ipation or lower unemployment. As related data are unavailable at the municipality level, we can explore
neither of these underlying sources empirically. Workers could, on top of that, also commute from neigh-
boring locations to SEZ areas. Commuting is rather uncommon in India, however, as public transport
networks are not well developed and services tend to be infrequent. Census data for 2011 suggests that
only around 18% of the Indian workforce travels more than 10km to work (own calculation based on the
Population Census 2011).
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sector (−29pp, p-value: 0.001) relative to reference municipalities, while the effect on men
was closer to zero and statistically insignificant. An explanation for this gender effect

Figure 2.6.1: Employment effects by gender
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d) Manufacturing: Female
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e) Services: Male

−
.4

−
.2

0
.2

.4
.6

.8
lo

g
(s

e
rv

ic
e
 e

m
p
lo

y
m

e
n
t 
(m

a
le

))

0 km 10 km 20 km 30 km 40 km 50 km
Distance relative to SEZ

f) Services: Female
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Notes: The dots indicate the estimated parameter β̂d according to Eq. (2.1). Each d refers to a distance on the horizontal
axis e.g. the coefficient at 0km refers to d = 0. Red lines indicate 95% confidence intervals. Standard errors are clustered at
the district level. Panels (a)-(d) are based on the Economic Census for the years 2005 and 2013. Panels (e)-(f) are based on
the Population Census for the years 2001 and 2011.
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might be that only about 15% of agricultural businesses are owned by women rendering
them more responsive to new job opportunities in manufacturing (Agarwal, Anthwal, and
Mahesh. Malvika, 2021). Moreover, our data reveal that female workers account for 59%
of marginally employed agricultural workers such that non-agricultural jobs might offer
an appealing alternative for many. The decline of female employment in agriculture is
paralleled by a pronounced increase of female workers in manufacturing by 55pp (which
just fails to gain statistical significance at conventional levels, p-value: 0.118, panel (d)),
but a much smaller and insignificant effect in services. Male employment, in contrast,
rises in both manufacturing (60pp, p-value: 0.069) and services (41pp, p-value: 0.001) as
can be seen from panels (c) and (e). As high-skill-intensive IT-zones play a quantitatively
important role within the service industry in our sample, it is plausible that additional
employment is taken up by skilled workers rather than being drawn from the predominantly
low-skilled agricultural sector. A potential source of skilled-workers could be regional
migration (see panel (d) of Figure 2.5.3).
In sum, we conclude that employment changes in agriculture, manufacturing and services
point in the same direction for men and women. The decline in agriculture appears more
pronounced for women, the increase in services is higher for men.23 The sectoral shifts are
hence centered around female employment (see Section 2.5.3).

2.6.2 Employment effects by firm size

Our data further allow us to decompose the overall employment effect by firm size. While
some elements of the SEZ-policy (e.g. tariff-related benefits or lighter regulations) mainly
target large firms, others – e.g. the corporate tax holidays provided – are equally attractive
for smaller entities. Smaller and informal firms may also find it attractive to co-locate in
or close to SEZs if they are connected to other (exporting) firms through input-output
links. In the following, we assess the impact of SEZ establishment on employment in
firms with more or less than 10 workers, where the latter are classified as informal by
official statistics in India (NCEUS, 2009). Our analysis hence provides indication as to
what extent studies underestimate aggregate employment responses to local policies if the
focus is on the formal sector only. Second, distinguishing between small and large firms is
also of interest as firm size correlates with economic outcomes like worker productivity and
workers’ wages (Idson and Oi, 1999; Oi and Idson, 1999) and with firms’ fiscal contributions

23Only the estimates for services are statistically significantly different from each other.
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Figure 2.6.2: Employment effects by firm size
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Notes: A firm classifies as small if it employs not more than 10 workers. The dots indicate the estimated parameters β̂d

according to Eq. (2.1). Each d refers to a distance on the horizontal axis, e.g. the coefficient at 0km refers to d = 0. Red lines
indicate 95%-confidence intervals. Standard errors are clustered at the district level. All panels are based on the Economic
Census for the years 2005 and 2013.

(LaPorta and Shleifer, 2014; McCaig and Pavcnik, 2021).24

Panels (a) and (b) of Figure 2.6.2 report employment responses separately for large (more
than 10 workers) and small firms (up to 10 workers), respectively. We find a strong,
but insignificant effect for large firms of 53pp and a somewhat smaller, but significant
employment gain of 38pp for small firms. The insignificant estimate for large firms likely
relates to the relatively small number of large firms per municipality (which lowers the
statistical power of the analysis). Complementary, we show in Appendix 2.B.5 that the
SEZ-policy has stimulated entry of small informal firms, especially in areas outside SEZs.
Small informal firms are hence found to add significantly to the observed positive local
economic effect induced by SEZ establishment.

2.6.3 Zone characteristics

One feature of the small existing literature on the spatial effects of SEZs is that studies
largely assume SEZs to be homogeneous entities (e.g. Lu, Wang, and Zhu, 2019; Wang,
2013). This is at odds with real-world settings (World Bank, 2008). Zones in India differ
in two key dimensions: First, there is heterogeneity in zones’ main industry denomination.

24Note that productivity and wages of small firms in the manufacturing and service sector are arguably still
higher than wages in agriculture, especially in comparison with marginal agricultural work (workers would
otherwise not switch jobs). Fiscal contributions also correlate with firm size as small firms are exempt from
certain insurance and social security tax payments and, in general, show weaker tax compliance behavior
than larger entities (LaPorta and Shleifer, 2014; McCaig and Pavcnik, 2021).
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There are IT, pharma, engineering, apparel or manufacturing zones (the latter are tabbed
’multiproduct zones’). Zones further differ in whether they are developed and run by a
private or a public body. In this section, we assess how these characteristics shape the
impact of SEZs on local economic activity.
Public vs. private SEZs. As depicted in panel (a) of Figure 2.6.3, more than two
thirds of the zones that went into operation during our sample period were developed and
run by a private entity. While privately developed zones do not systematically differ from
their publicly developed counterparts in terms of area size (see panel (b)), they tend to
be located in larger and more prosperous areas (as determined by host municipalities’ em-
ployment and nightlight intensity, see panels (c) and (d)).25 This is consistent with public
developers putting a stronger emphasis on creating new employment in less prosperous
regions compared to private developers, who primarily seek to maximize profits.
There are also reasons to believe that the local employment impact of public and private
SEZs may differ. On the one hand, public bodies have less incentives to run projects
efficiently (see e.g. Megginson and Netter, 2001) and the optimal size of publicly developed
zones may therefore, ceteris paribus, be smaller than the optimal size of private zones.
On the other hand, public zones may exert stronger local employment effects as public
developers often pursue employment goals when designing SEZs, while private developers
first and foremost aim for profit maximization. To test for effect heterogeneity along these
lines, we estimate a model of the following form:

ln(yit) =
10∑

d=0,d̸=5
βdD[di=d] ×POSTt +

10∑
d=0,d ̸=5

θdD[di=d] ×POSTt ×priv.developeri

+POSTt ×priv.developeri +η′ (Xi ×POSTt)+POSTt +αi + ϵit,

(2.5)

where the variable definitions correspond to Eq. (2.1) and priv.developeri is a dummy vari-
able indicating that the closest SEZ to municipality i is developed by a private developer.
One challenge when estimating Eq. (2.5) is that SEZs do not only differ in their status of
being developed by a private or public body, but also in their industry denomination. If
the industry denomination correlates systematically with private and public development
status and with SEZs’ local employment impact, estimates of θd may be confounded. De-
scriptive statistics indeed suggest that the fraction of IT zones is, for example, larger among

25Consistent GDP data are, unfortunately, not available at the level of Indian municipalities. Henderson,
Storeygard, and Weil (2012) show that nightlights are a reasonable proxy for economic development and
income growth at subnational levels.
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Figure 2.6.3: SEZ characteristics by industry and ownership
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Notes: SEZ-municipality characteristics are based on the year 2005. Authors’ own calculations based on SEZ information
from the Ministry of Industry and Commerce, the Economic Census and DMSP-OLS Nighttime Lights Time Series provided
by the National Oceanic and Atmosphere Administration (NOAA).

private than among public SEZs. We draw on exact matching to address this concern. In
the base analysis, we match observations according to the industry class of the closest SEZ
located in distance di from municipality i to balance differences in industry denomination
across SEZs developed and run by private and public entities.
Panel (a) of Figure 2.6.4 plots the effects of SEZs on local employment conditional on indus-
try denomination and separately for public and private SEZs (βd and βd +θd in Eq. (2.5)).
It is evident that the effects do not differ systematically between publicly and privately
developed SEZs. If anything, employment effects are larger in publicly developed zones,
but the effects are not statistically different from each other. In Appendix 2.B.1, we report
additional results where we re-estimate Eq. (2.5), first, without matching and, second,
applying coarsened exact matching and accounting for SEZ’s industry denomination and
the area size of the SEZ relative to the area of its hosting municipality (Blackwell, Iacus,
King, and Porro, 2009; Iacus, King, and Porro, 2012). The latter variable is coarsened
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Figure 2.6.4: Employment effects by zone type (CEM)
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Notes: The plotted coefficients are estimated according to Eq. (2.5). In panel (a) (panel (b)), black squares depict the effects
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(IT) SEZs (β̂d + θ̂d). Each d refers to a distance on the horizontal axis, e.g. the coefficient at 0km refers to d = 0. Black lines
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and with private (IT) as the treatment category. For the purpose of giving a comprehensive picture of the full set of SEZ
location choices the IT-sample includes also large municipalities. Employment data are based on the Economic Census for
the years 2005 and 2013.

based on the default autocut algorithm as in Blackwell, Iacus, King, and Porro (2009). All
specifications yield similar results.
Sector-specific effects. The impact of SEZs on local economic activity may also hinge
on SEZs’ industry denomination. In the following, we will in a first step compare IT
and multi-product (i.e. manufacturing) zones. Testing for effect heterogeneity in this
dimension again comes with the challenge that industry denomination might correlate
with other zone characteristics like the type of developer and zones’ size relative to the
size of the host municipality. Our data indeed suggest that IT-zones tend to be hosted by
systematically larger jurisdictions than multi-product zones. This is intuitive since IT-firms
demand high-skilled labor, which can be found predominantly in big cities.26 Furthermore,
the minimum area size requirement for IT-zones is substantially smaller than for other
zone types, facilitating the establishment of IT-SEZs in areas where land is scarce and
costly. Multi-product SEZs are, in turn, observed to be located in smaller municipalities
at the coast, reflecting their need for proximity to physical infrastructure such as ports for
exporting manufactured goods.
We apply coarsened exact matching to account for these features by estimating a model sim-

26Note that we include municipalities with more than 500K inhabitants when studying heterogeneous effects
across industries since a significant share of IT-SEZs is located in large cities.
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ilar to Eq. (2.5) where we replace priv.developeri by an industry identifier multiproducti.
In panel (b) of Figure 2.6.4, we match zones by developer type (private vs. public body).
In Appendix 2.B.1, we present additional results, where we match on zones’ size relative
to the host municipality. Across both specifications, point estimates are somewhat higher
for multi-product zones in some distance bins, but are never statistically different from IT-
zones. Similar conclusions emerge for other industries (pharma, engineering, apparel), see
Appendix 2.B.1. This suggests that the aggregate local employment effects are comparable
across SEZs of different type.
Note that the existence of (privately-developed) SEZs with different industry denomina-
tions, which also exert comparable local employment effects, suggests that different SEZ
features – tax cuts for export income, tariff reductions and ease of regulatory burden –
have pull and attract firms to SEZ areas. In Appendix B.1, we substantiate this point by
showing that IT and manufacturing firms substantially differ in relevant underlying char-
acteristics – the regulatory burden (which is particularly high for firms in the IT sector),
import intensity (which is particularly high for firms in manufacturing) and export inten-
sity (which is broadly comparable for firms in manufacturing and IT) – and that there is
within-industry selection of firms with high export and import-intensity into SEZ areas.

2.7 Has the SEZ policy been cost-effective?

We finally draw on a simple back-of-the-envelope calculation to obtain an understanding
whether the Indian SEZ-policy has been cost-effective. The exercise relates net employ-
ment changes to the fiscal expenditures of the program (Criscuolo, Martin, Overman, and
Reenen, 2019; Lu, Wang, and Zhu, 2019). Information on foregone revenues is taken
from the Indian Ministry of Finance, which monitors the SEZ-policy and publishes fore-
gone revenues as the total amount of income tax concessions claimed by SEZ-firms and
SEZ-developers (Ministry of Finance, 2015). For the years 2006-2013, these concessions
amounted to INR 596.2 billion, equivalent to USD 9.85 billion based on 2013 purchas-
ing power parity (PPP) exchange rates.27 Our baseline estimates suggest that the policy,
in the aggregate, created 1.25 million new jobs (see Appendix 2.B.3 for details).28 This

27For 2006, official statistics only include the aggregate income tax concessions for all incentive programs in
India. We approximate the SEZ-related foregone revenues in 2006 by extrapolating the share of SEZs in
total revenue loss for 2007 (where the revenue losses were split up by incentive programs) to 2006.

28One concern might be that SEZ-induced employment effects may systematically differ across municipalities
of different size, which may potentially bias the estimate for the specified aggregate employment response.
Note that, if we split the set of municipalities with less than 500K inhabitants into four equally-sized bins
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translates into revenue costs of INR 475,158 (USD 7,853, PPP) per newly created job. The
ratio between workers’ wages and fiscal costs per job is 0.72 if jobs are created for the eight
years we study and workers earn the Indian minimum wage (3,562 INR per month). If we
additionally account for the decrease in agricultural employment and assign a value of INR
50 per day as agricultural income (Saini, Gulati, Braun, and Kornher, 2020), we retrieve
a ratio of 0.62. These estimates are within the broad range of prior studies on place-based
policies (Chodorow-Reich, 2019; Criscuolo, Martin, Overman, and Reenen, 2019). Note,
however, that the latter are largely set in the developed world, limiting comparability with
our findings.29 For India, most existing studies fail to report program costs. An excep-
tion is Chaurey (2017), who shows that tax concessions granted to firms in two Indian
states created employment at much higher fiscal costs than the SEZ program studied in
our paper.30

While these back-of-the-envelope estimates offer a valuable benchmark, caveats need to
be kept in mind. They include that the foregone revenues calculated by the Indian Fi-
nance Ministry abstract from firms’ behavioral response to the SEZ policy by assuming
that all foregone taxes would have been paid under the counterfactual and by abstract-
ing from spillovers to other tax bases.31 More broadly, note that our bang-for-the-buck
estimates follow the spirit of several prior papers on place-based policy interventions (e.g.
Lu, Wang, and Zhu, 2019 and Criscuolo, Martin, Overman, and Reenen, 2019) but do not
directly speak to the welfare implications of the SEZ policy (e.g. accounting for sectoral
or regional migration costs and productivity shifts induced by the policy (Combes and
Gobillon, 2015)). We consider analyses in this direction to be a fruitful avenue for future
research.

and run our regression model separately in each subset of municipalities before aggregating, this yields
very similar estimates for the aggregate employment effect (1.24 million new jobs).

29Information on the minimum wage is taken from: https://countryeconomy.com/national-minimum-
wage/india, Last retrieved: June 21, 2023. Also note that the minimum wage only binds in the formal
sector. But prior evidence for India shows that it also shapes informal wages (Kar and Khattar, 2023).

30Chaurey (2017) estimates that the tax incentives created 33,000 jobs and that the (upper bound of the)
fiscal cost to taxpayers were INR 66 billion. This yields fiscal costs per newly created job of INR 2 million.
The SEZ policies assessed in our study hence created jobs at less than a quarter of the tax costs.

31We also do not observe workers’ wages but have to rely on the approximation by the minimum wage.
Moreover note that our estimates on the aggregate employment gain comprise the SEZ-related employment
responses in larger urban areas, which are challenging to estimate and are more likely to include a margin
of error (see Appendix 2.B.3 for a more detailed discussion).
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2.8 Conclusion

This chapter has studied a highly prevalent type of place-based policy in less-developed
countries: the establishment of Special Economic Zones. While the number of SEZs in the
developing world has increased steeply over recent decades, there is hardly any evidence on
their effectiveness in fostering local economic development. A notable exception are studies
on SEZs in China. But given the particularities of the Chinese institutional context, there
is scepticism in the policy domain that the Chinese experience extends to SEZs in other
countries (see e.g. African Development Bank (2016) and World Bank (2017)).
We add to the literature by studying the local economic impact of SEZs in India. The
empirical analysis relies on granular census information and on hand-collected data on
the location and characteristics of SEZs. We use a transparent empirical identification
design to document that the SEZ Act stimulated quantitatively important non-agricultural
employment growth in SEZ-hosting municipalities and their close neighbors. Additional
analyses suggest that genuinely new non-agricultural jobs were created (rather than jobs
being relocated in space). We furthermore shed light on the anatomy of the response:
We present evidence consistent with workers migrating towards SEZ areas to take up the
new jobs. And we document that SEZ establishment stimulated sectoral transition from
the primary sector to manufacturing and services. This sectoral shift centers around local
female employment and may thus have added to the empowerment of women. Last but
not least, the positive local employment effects emerge across different types of SEZs:
privately and publicly run zones and SEZs with different industry denominations. Overall,
we interpret our findings to dispel the general pessimism about zone programs in developing
countries outside of China.
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Appendix

2.A Data

This appendix complements Section 2.4 in the main paper providing more information on
the data compilation process (Section 2.A.1), descriptive statistics (Section 2.A.2) and the
geographic location of SEZs by industry (Section 2.A.3).

2.A.1 Data compilation procedure

Figure 2.A.1 illustrates each individual step implemented in QGIS 3.10. to arrive at the
municipality sample.

Figure 2.A.1: Automated workflow in QGIS 3.10 to obtain final municipality sample
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2.A. Data

Figure 2.A.2: Mapping municipalities into distance bins around SEZs

Notes: This figure illustrates the procedure of mapping municipalities into distance bins using the“Reliance SEZ" in Jamnagar
(Gujarat) as an example.

Figure 2.A.2 illustrates the procedure for the Reliance SEZ in Jamnagar, where the red-
colored polygons correspond to municipalities, whose administrative borders intersect with
the SEZ-area. We consider these municipalities as municipalities that contain an SEZ. The
blue-shaded polygons illustrate neighboring municipalities, classified by their distance to
their closest SEZ ("Reliance SEZ" in the example above). The light blue color indicates
municipalities which are within a 5km distance to their closest SEZ; darker blue colors
indicate municipalities in a distance of 5-10km, 10-15km etc. to the closest SEZ (up to
50km).
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2.A.2 Descriptive statistics

Table 2.A.1 summarizes the baseline sample, i.e. excluding large cities with a population
larger than 500K.

Table 2.A.1: Descriptive statistics

Mean SD Median # Municipalities # Obs.
Economic Census
- Non-agricultural employment 290.0 2,457 41 49,669 140,386
- Male non-agricultural employment 220.2 1,967 30 49,669 140,386
- Female non-agricultural employment 69.77 573.2 8 49,669 140,386
- Non-agricultural employment (large firms) 87.68 1,518 0 49,669 140,386
- Non-agricultural employment (small firms) 202.3 1,337 36 49,669 140,386
- Manufacturing employment 113.0 1,307 7 48,093 96,186
- Service employment 211.3 1,637 34 48,093 96,186
- Number of firms 115.6 692.1 23 49,669 140,386

Population Census
- Agricultural employment 520.1 793.4 303 42,910 127,868
- Male agricultural employment 330.6 501.2 194 42,910 127,868
- Female agricultural employment 189.5 333.5 93 42,910 127,868
- Main agricultural employment 433.9 706.7 240 42,654 85,308
- Marginal agricultural employment 117.9 223.8 42 42,654 85,308
- Population 3,061 15,224 1,043 42,910 127,868

Notes: Small and large firms are classified according to the 10-worker rule. Marginal workers (as opposed to main workers) work less than
183 days a year. Information on main and marginal workers is only available for the years 2001 and 2011. Information on sector employment
(Manufacturing, Services) is only available for the years 2005 and 2013. The sample consists of all municipalities which are located within a
50 km radius of one of the 147 SEZs and observed for at least two consecutive rounds in the economic census. Municipalities with more than
500K inhabitants are excluded.
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Table 2.A.2 summarizes additional information on SEZs.

Table 2.A.2: Descriptive statistics SEZ-level data

Mean SD Median N
- Year of notification 2007 1.17 2007 147
- Year of operation 2010 2.07 2010 147
- Developing time (in years) 2.67 1.76 3 147
- Area sq. km 1.76 7.40 0.27 147
- Private SEZ 0.77 0.42 1 147
- Public SEZ 0.23 0.42 1 147
- IT SEZ 0.57 0.50 1 147
- Multiproduct SEZ 0.09 0.29 1 147
- Pharma SEZ 0.09 0.29 0 147
- Engineering SEZ 0.12 0.32 0 147
- Apparel SEZ 0.05 0.23 0 147

Notes: Authors’ own calculations based on sources described in the main text.
Private implies that the SEZ was established by a private body. Year of operation
denotes the year in which the SEZ initialized its operation. Sample includes all SEZ
that became operational until 2013.

2.A.3 Geographical location of SEZs by industry and developer

The maps in Figure 2.A.3 show the geographic distribution of different types of SEZs (IT,
multi-product and public/private, respectively) across India.

Figure 2.A.3: Geographical location of SEZs by industry and developer

a) SEZs by industry b) SEZs by developer

Notes: Panel (a) plots the location of all SEZs in India that were established under the SEZ Act 2005 and became operational
until 2013 by their industry designation. Panel (b) plots the location of all SEZs in India that were established under the
SEZ Act 2005 and became operational until 2013 by their type of developer.
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2.B Results

This appendix complements Section 2.5 of the main paper. We present additional robust-
ness checks for our baseline results (Section 2.B.1), further details on the nightlights event
study (Section 2.B.2), the relocation analysis (Section 2.B.3) and the structural change
analysis (Section 2.B.4) and show additional results for outcomes like infrastructure (Sec-
tion 2.B.5)

2.B.1 Robustness

Baseline results. We check the robustness of our baseline results with regard to (1) alter-
native distance bin classifications (Figure 2.B.1), (2) alternative standard error clustering
(Figure 2.B.2), (3) including municipalities up to a distance of 200km (Figure 2.B.3), (4)
including large cities (Figure 2.B.4), (5) estimating our baseline model without additional
controls and with CEM matching (2.B.5, panels (a)-(b) and (c)-(d) respectively).We find
that none of these modifications alter the conclusions derived in Section 2.5.

Figure 2.B.1: SEZ effect on employment (10km and 2.5km distance bins)

a) 10km distance bins
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b) 2.5km distance bins
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Notes: In this figure, distance bins are redefined as spreading 10km (panel (a)) and 2.5km (panel (b)). The dots indicate the
estimated parameters β̂d according to Eq. (2.1). Red lines indicate 95%-confidence intervals. Standard errors are clustered
at the district level. Employment data are based on the Economic Census for the years 2005 and 2013.
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Figure 2.B.2: SEZ effect on employment (SE clustered by closest SEZ and Conley)
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Notes: The dots indicate the estimated parameters β̂d according to Eq. (2.1). Each d refers to a distance on the horizontal
axis e.g. the coefficient at 0km refers to d = 0. Red diamonds show the effects for when using Conley standard errors (Conley,
1999) with a distance cut-off at 30km. Black squares depict the results when clustering by closest SEZ. Red lines indicate
95%-confidence intervals. Employment data are based on the Economic Census for the years 2005 and 2013.

Figure 2.B.3: SEZ effect with 200km radius
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Notes: The dots indicate the estimated parameters β̂d according to Eq. (2.1). In this figure, the radius drawn around SEZs
has been increased from 50km to 200km. Red lines indicate 95%-confidence intervals. The standard errors are clustered at
the district level. Employment data are based on the Economic Census for the years 2005 and 2013.
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Figure 2.B.4: SEZ effect on employment with and without large cities
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Notes: The squares and diamonds indicate the estimated parameters β̂d according to Eq. (2.1). Black squares depict the
effects of SEZs on employment in small municipalities (baseline), i.e. ≤ 500K (β̂d). Red diamonds show the effects including
large municipalities, i.e. > 500K (β̂d + θ̂d). Each subscript d refers to a distance on the horizontal axis, e.g. the coefficient
at 0km refers to d = 0. Black lines indicate 95%-confidence intervals. Standard errors are clustered at the district level.
Employment data are based on the Economic Census for the years 2005 and 2013.
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Figure 2.B.5: Spatial difference-in-differences model

a) Treatment (no controls)
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b) Placebo (no controls)
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c) Treatment (CEM)
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d) Placebo (CEM)
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Notes: The dots indicate the estimated parameters β̂d. Each subscript d refers to a distance on the horizontal axis, e.g. the
coefficient at 0km refers to d = 0. Red lines indicate 95%-confidence intervals. Panel (a) refers to specification Eq. (2.1)
without the controls η′ (Xi × P OSTt), panel (c) is based on coarsened exact matching (CEM). The panels in the right column
depict the respective placebo regressions. Standard errors are clustered at the district level. Employment data based on the
Economic Census for 1998, 2005 and 2013.

We, moreover, explore whether the Mahatma Gandhi National Rural Employment Guar-
antee Act (MGNREGA), a public work program enacted in 2005 and thus in parallel to
the SEZ policy, may act as a confounder in our analysis. MGNREGA guarantees at least
100 days of wage employment per year for unskilled manual work. If no job is found, the
government pays transfers to workers who applied. At least one member of every household
is eligible for this program. We provide three pieces of evidence, which suggest that our
findings are not affected by the MGNREGA program.
First, MGNREGA was implemented at the district level while our analysis uses variation
at the municipality level. Districts in India are large spatial units. On average, a dis-
trict accommodates around 900 municipalities and has a radius of 63.6km (determined
based on shapefiles that capture the 641 districts from the Population Census 2011). Our
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main empirical identification stems from within-district variation: the distance of SEZ-
municipalities to reference location is only 25km. This setup makes it unlikely that effects
from the MGNREGA program bias our estimates.
Second, MGNREGA provided jobs in the public sector, with a focus on the maintenance
and the construction of infrastructure (roads, wells, etc.). As documented in Figure 2.B.13,
we find no indication that infrastructure construction emerged differentially between SEZ-
locations and reference municipalities, again speaking against MGNREGA acting as a
confounder in the analysis.
Third, we explicitly control for MGNREGA takeup in our empirical analysis.32 Specifically,
we compute the total number of person-days under MGNREGA in district k at time
t relative to the total district population (MGNREGAkt) and use this variable as an
additional control.33 The specification reads:

ln(yit) =
10∑

d=0,d ̸=5
βd(D[di=d] ×POSTt)+η′ (Xi ×POSTt)+POSTt

+ ξ ×MGNREGAkt +αi + εit,

(2.6)

where the other variables are defined as in our main specification. The results are shown
in Figure 2.B.6 and resemble our baseline estimates. This corroborates that MGNREGA
does not act as a confounder in our analysis.

32We added to each district information on MGNREGA take-up which has been made publicly available
by Clement Imbert. The data was retrieved from LINK, last accessed: April 19th, 2024. Also note that,
we ran additional specifications, where we estimated our baseline model separately for urban and rural
municipalities, following the observation that MGNREGA was targeted at rural areas only. The results
point to a negative (positive) effect of SEZ establishment on marginal agricultural (non-farm) employment
in rural places, while there is no significant effect in urban areas. The latter finding reflects a lack of
statistical power, however, as the number of urban municipalities in our data is small.

33For the year 2005, we assign the number of person-days under MGNREGA in 2006 (the first year after
the MGNREGA policy was enacted). Note, moreover, that the number of person-days under MGNREGA
is normalized on district population in 2001 (drawn from Census data).
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2.B. Results

Figure 2.B.6: Baseline, when controlling for log(MGNREGAkt)

a) non-agricultural
employment

-.4
-.2

0
.2

.4
.6

.8
lo

g(
em

pl
oy

m
en

t)

0 km 10 km 20 km 30 km 40 km 50 km
Distance relative to SEZ

b) agricultural employment
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d) marginal agricultural
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Notes: The dots indicate the estimated parameters β̂d according to Eq. (2.6). Each d refers to a distance on the horizontal
axis, e.g. the coefficient at 0km refers to d = 0. Panel (a) depicts results for non-agricultural employment. Panels (b) -
(d) show results for agricultural employment, respectively. Red lines indicate 95%-confidence intervals. Standard errors are
clustered at the district level. MGNREGAkt measures the ratio of person-days for in year t relative to the population at
the district level in 2001.

Heterogeneous zone characteristics. In this part, we test whether the impact of SEZs
on local employment hinges on the characteristics of the SEZ: the developer (public vs.
private body) and the zone’s industry denomination.
Table 2.B.1 presents estimates of Eq. (2.5) – where we compare privately and publicly
developed zones – with and without reverting to matching. The results are similar to the
baseline findings in Section 2.6.3. If anything, the point estimates suggest that employment
effects are more pronounced for publicly developed zones, but the estimated effects are not
statistically different from each other.
Next, we assess whether zone’s industry denomination shapes SEZ’s local employment
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effect, again in specifications with and without matching. The point estimates in Figure
2.B.7 and Table 2.B.2 indicate that multi-product zones have a higher local employment
effect than other SEZs, but we cannot rule out statistically that they are different from
employment effects of SEZs with other industry denominations.

Figure 2.B.7: Employment effects by SEZ industry
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Notes: The plotted coefficients refer to β̂d +θd based on a variant of Eq.(2.5) as explained in section 2.6.3. Panel (a) depicts
results for municipalities up to 10km away from their closest SEZ (incl. SEZ-municipalities). Panel (b) illustrates results
for municipalities that are 10-20km away from their closest SEZ. Straight lines indicate 95%-confidence intervals. Standard
errors are clustered at the district level. For the purpose of giving a comprehensive picture of the full set of SEZ location
choices across industries the industry sample includes all municipalities. Employment data are based on the Economic Census
for the years 2005 and 2013.
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The fact that zones with different industry denomination emerged in the wake of the
2005 SEZ Act (often developed by private investors) illustrates that firms with different
underlying characteristics seem to reap benefits from locating within SEZs. SEZs in India
offer various advantages to firms within their borders – most importantly, tax cuts on export
income, benefits from being outside of the Indian tariff area as well as lighter regulation
and less bureaucracy. The heterogeneity in zone denominations suggests that all of these
factors may have pull and may be instrumental in attracting firms to SEZ areas.
To dig deeper and substantiate this claim, we draw on rich firm-level data on Indian com-
panies, the so-called Prowess database, which is described in detail in Appendix 2.B.3.
This data is matched to firms, which are active in SEZs, obtained from various publicly
available lists (e.g. SEZ-developer webpages and members directory of the export promo-
tion council), see Appendix 2.B.3 for further details. Based on this data, we determine the
export intensity (measured by the value of firms’ exports relative to overall sales), import
intensity (measured by the value of firms’ imports relative to overall sales) and the level of
consultant fees (which serve as a proxy for the regulatory burden faced by the firms34) for
firms in different industries (IT vs. manufacturing) and, within these industries, for firms
in and outside of SEZ areas.
The findings are presented in Figure 2.B.8. They point to pronounced differences in un-
derlying characteristics of IT and manufacturing firms and (within sectors) of firms within
and outside of SEZ areas. Panel (a) suggests that both IT firms and manufacturing firms
engage in export activity to a relevant extent, with rates being somewhat higher among IT
firms. We further observe that firms in SEZs feature a higher export intensity than firms
outside of these zones – consistent with firms with high-export intensity, which benefit over-
proportionally from tax reductions on export income, selecting into SEZ areas. Panel (b)
shows that the import intensity starkly differs across IT and manufacturing firms: While
imports make up less than 1% of sales for IT firms, this ratio stands at about 17% for
manufacturing firms located in SEZs; and somewhat lower at 6% for manufacturing firms
outside of SEZs. This suggests that manufacturing firms, contrary to their IT counterparts,
find it attractive to locate in SEZ areas for tariff-related reasons (while both types of firms,
to some extent, reap benefits from low tax rates on export income). And, again, consistent
with firms’ incentives, there seems to be selection of particularly import-intensive entities

34The idea is that firms subject to tighter regulation outsource a larger fraction of regulatory compliance
work thus reporting higher consulting fees. It would have been ideal to combine information on external
consultancy fees with information on internal costs incurred to comply with government regulations, but
this information is not available, unfortunately.
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into SEZ areas within the manufacturing sector. Panel (c) presents analogous evidence
for consultancy fees, which serve as a proxy for firms’ regulatory burden. We compare the
costs between SEZ- and non-SEZ firms as well as between IT and manufacturing firms. On
average, IT firms spent about five times as much on consultancy fees as their counterparts
in the manufacturing sector, suggesting that they benefit overproportionally from a lighter
regulatory burden within SEZs.35

In sum, the descriptive evidence in Figure 2.B.8 suggests that SEZ-benefits likely differ
quite pronouncedly across IT and manufacturing industries. The fact that zones with
different industry denomination emerged endogeneously and that the establishment of these
zones is associated with broadly similar local treatment effects (i.e. impacts on local
economic activity) serves as tentative evidence that different types of SEZ-benefits have
pull and contribute to the attractiveness of SEZs for corporate activity.

Figure 2.B.8: Industry characteristics

a) Export intensity
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Notes: The figure depicts the export-intensity (exports over sales), import-intensity (imports over sales) and consultant fee
intensity (consultant fees over sales) of firms in the IT and manufacturing industry, outside and inside of SEZs. SEZ firms
are identified via fuzzy name matching. For details on the data, see Appendix 2.B.3.

2.B.2 Event study and nightlights

This appendix complements Section 2.5.1 in the main paper, where we present event study
regressions based on annual nightlight data to corroborate the common-trend assumption.

35Similar evidence emerges from other data sources like the World Enterprise Survey, where firms are asked
about their biggest obstacle to doing business. In the IT sector, 12.1% of firms state "business licensing
and permits", which is significantly more than in any other sector besides construction. In manufacturing,
only 4.3% state this to be the case. Also note that Panel (c) does not point to a within-industry selection
of firms with particularly high regulatory costs towards SEZ areas. This may relate to a lack of intra-
firm variation in regulatory burdens or to the imperfect nature of consultancy fees as a proxy for firms’
regulatory and bureaucracy costs.
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Figure 2.B.9: SEZ effect on nightlights by SEZ-industry
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Notes: The dots indicate the parameters β̂d as estimated by (2.1) Each subscript d refers to a distance on the horizontal
axis, e.g. the coefficient at 0km refers to d = 0. Red lines indicate 95%-confidence intervals. Panel (a) depicts the effect
of multi-product SEZs on municipal nightlight intensity. Panel (b) depicts the effect of IT-SEZs on municipal nightlight
intensity. Standard errors are clustered at the district level. Employment data based on the Economic Census for 1998, 2005
and 2013.

Figure 2.B.9 reestimates our baseline spatial difference-in-differences model with nigh-
light data, differentiating between multi-product and IT SEZs. The exercise confirms our
baseline estimates and shows a positive treatment effect for SEZ hosting municipalities
and municipalities in close proximity. Intuitively, the effect is particularly pronounced for
multi-product SEZs, which, first, tend to be dominated by manufacturing firms with a high
nightlight intensity and, second, tend to be located in more rural areas with low underlying
nightlight intensity (making it easier to identify nightlight effects).

Figure 2.B.10 presents event study estimates for the impact of multiproduct SEZs on
nightlight emissions. It compares municipalities treated by SEZs to reference locations as
defined in the main text. The figure shows that nightlights emerged in parallel prior to
SEZ establishment. After SEZ establishment, nightlight intensity increased significantly
in treated relative to reference SEZs.
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Figure 2.B.10: Nightlights in event study for multi-product SEZs
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Notes: Event study estimates for municipalities hosting multi-product SEZs, municipalities in 20-25km distance serve as
controls. The figure plots the θ̂k as estimated from Eq.(3.2) following Callaway and Sant’Anna, 2021. Endpoints are binned.
Red lines indicate 95% confidence intervals. Standard errors are clustered at the district level.

2.B.3 Aggregate employment effects and relocation of economic
activity

This appendix complements Section 2.5.2 in the main paper in two ways. First, we do a
back-of-the-envelope calculation to obtain a rough idea about the magnitude of the aggre-
gate employment effect of SEZs (in levels). Second, we offer robustness checks that explore
whether and to what extent SEZs establish new economic activity or trigger relocation of
economic activity in space. The two questions are intertwined as relocation of economic
activity dampens the aggregate employment effect of the SEZ policy.
1. Back-of-the-envelope: Aggregate non-farm employment gain and aggregate
relocation: In this subsection, we quantify the number of jobs that were established by
SEZs in total within our sample frame. The analysis draws on our baseline estimates in
panel (a) of Figure 2.5.1. They suggest that, for municipalities with a population below
500K, employment increased by 52%, 22%, and 16%, respectively, in SEZ-municipalities
and municipalities in distance bins of 0-5km and 5-10km. Drawing on the average pre-
treatment employment levels in SEZ-municipalities with less than 500K inhabitants in our
sample of municipalities (3,139) and the indicated distance bins (574 and 439, respec-
tively) and the total number of such municipalities per distance bin (152; 1,264 and 2,390),
the aggregate effect of SEZs on municipalities within a 10km radius amounts to 575,598
additional workers (= 0.52×3,139×152+0.22×574×1,264+0.16×439×2,390).
We augment this number by the effects of SEZs on municipalities with a population of more
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than 500K, which are excluded from our baseline sample.36 For these municipalities the
estimated effect of SEZs on employment is smaller and estimated at 5% for SEZ-hosting
municipalities, 7% for municipalities in a 0-5km distance and a small negative effect of
-3% in municipalities in a 5-10km distance from SEZs. Again, considering the average
pre-treatment employment levels in SEZ-municipalities with more than 500K inhabitants
(666,796), the two closest distance bins (1,233,342 and 280,455, respectively) and the total
number of such municipalities per distance bin (12; 4; 7), the aggregate effect of SEZs on
municipalities within a 10km radius amounts to 680,102 additional workers.
Thus, overall employment in 10km radii around SEZs increased by about 1.25 million,
which corresponds to an employment increase by 7.3% relative to the pre-treatment year
2005. Note that official statistics quantify the increase of employment within SEZs at 0.94
million over our period of study 2005-2013. Taken at face value, this suggests that 3/4
of the estimated net employment increase accrues within-SEZ municipalities and 1/4 of it
reflects spillovers to surrounding regions (including SEZ municipalities themselves).37

In a second step, we use a back-of-the-envelope calculation to strengthen our argument in
the main text that the observed estimates plausibly reflect the creation of new economic
activity rather than job relocation in space. The results in Table 2.5.1 of the main text do
not show any indication that the expansion of employment in SEZ areas correlates with
declining employment paths in neighboring municipalities in further distance (> 10km,
which would serve as ’source jurisdictions’ in case of job relocation). The point estimates
are small and statistically insignificant.
For distance rings smaller than 30km, the coefficient estimates nevertheless turn out neg-
ative. To obtain a notion of the quantitative relevance of these point estimates, we take
the estimated 7.3% employment increase within a 10km-radius (see above), and calculate
the aggregate employment decrease across municipalities in 10-30km distance rings from
SEZs as implied by the point estimates in the first row of Table 2.5.1. We again evaluate
the estimated coefficients at the average pre-treatment employment (624; 370; 310 and
226) and account for the number of municipalities (4,178; 4,334; 4,788 and 5,524) for the
10-15km, 15-20km, 20-25km and 25-30km distance bin, respectively. The total job loss

36We estimate the separate effect for large municipalities using interaction terms in a variant of Eq. (2.5).
37Figures are accessible via the Indian Export Promotion council: https://www.epces.in/

facts-and-figures.php#hpgallery-6, last accessed: June 26th, 2022. Furthermore, one concern might
be that SEZ-induced employment effects may systematically differ across municipalities of different size,
which may potentially bias the specified aggregate employment response. Note that, if we split the set of
municipalities with less than 500K inhabitants into four equally-sized bins and run our regression model
separately in each subset of municipalities before aggregating, this yields very similar estimates for the
aggregate employment effect (1.24 million new jobs).
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calculated for these jurisdictions is 16,524 jobs, which is thus minuscule relative to the
aggregate employment gain in SEZ areas (1.25 million workers).
As a word of caution, note, however, that the aggregate employment response calculated
above hinges significantly on the response determined for SEZs in larger urban areas. This
response is more difficult to determine than the response of smaller municipalities (see our
discussion in the main text) and involves more uncertainty. Note that even if we abstract
from SEZ-related job creation in larger urban areas altogether, the number of relocated
jobs is still small relative to aggregate employment creation in SEZ-areas, namely 2.9%
(= 16,524/575,598). The bang-for-the-buck estimates in Section 2.7 change in turn. The
costs per job created then are higher: 1,034,792 INR (17,118 USD in ppp per job) and the
ratio of workers’ wages to fiscal costs drops to 0.4.

2. Firm-level data. The data we use in the paper contains information about economic
outcomes (e.g. employment), aggregated at the level of towns and villages. While this
allows for a fine geographical resolution, information on firm-level characteristics is limited.
To overcome this limitation to some extent, we constructed a firm-level dataset that offers
more detailed information on the characteristics of firms located in SEZ areas.
To construct the dataset, we, first, retrieved the names of firms which are active in SEZs
from various publicly available lists (e.g. SEZ-developer webpages and members directory
of the export promotion council).38 Second, we purchased the Prowess database compiled
by the Centre for Monitoring of the Indian Economy (CMIE). Prowess contains detailed
information on about 50,000 Indian firms, covering more than 70% of national industrial
output from the organized sector, and it is widely used in empirical work (Barrows and Ol-
livier, 2021; Goldberg, Khandelwal, Pavcnik, and Topalova, 2010; Stiebale and Vencappa,
2018). Within this database, we identify SEZ firms through a fuzzy matching of firm names
as appearing in the publicly available lists. With our procedure, we are able to identify 782
firms in the Prowess database that are active in SEZs. We believe that this data provides
complementary information that is helpful in the context of our paper.
Prowess comes with two main drawbacks. First, it does not include disaggregated informa-
tion on plant activity and plant locations (firm addresses are for entities’ main location).
The data is hence not well suited to model the spatial location of economic activity (con-
trary to the census data used in the main analysis). Second, the informal economy is not

38As an example, see here for the SEZs firm names in the members directors of the export promotion council
on export oriented units and Special Economic Zones: https://www.epces.in/members-directory.php.
Last accessed: June 2nd, 2024.
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well represented in the Prowess data. As a convincing assignment of all (formal and infor-
mal) economic activity to a geographic entity is central for the credibility of our results,
we cannot build on Prowess in the main empirical analysis, but the dataset is still helpful
to generate additional insights.

Specifically, we use the data in two key ways in our analysis: First, we rely on the firm-
level information to model key characteristics of SEZ firms (their export intensity, import
intensity and external consultant fees), which shape firms’ benefits from being active in an
SEZ (see Appendix B.1 for details). Second, we use this data to augment the relocation
analyses presented in the main text by assessing if firms relocate corporate activity within
company groups towards SEZ areas. If relocation takes place from entities outside of
the 50km radius, related relocation of corporate activity would not be captured in the
relocation analysis presented in Section 2.5.2 of the main paper.

Specifically, we assess if entering an SEZ is associated with a reduction of economic activity
at other locations of the same firm group outside of SEZ areas (defined as any group entity
apart from the SEZ firm). The main analysis accounts for all firms, which belong to the
same company group as the SEZ firm but are located outside of the 50km radius accounted
for in our baseline analysis (where similar result patters emerge when we account for all
non-SEZ firms in company groups with connections to an SEZ area, including entities
within the 50km radius). The evolution of balance sheet items like sales, assets, profits,
and the total wage bill is compared to firms in company groups without SEZ activity.
Formally, we run the following regression:

ln(yit) =
2013∑

k=2000,k ̸=2004
θk1[t = k]+γt +αi + ϵit, (2.7)

where yit denotes balance sheet information of firm i in year t. αi and γt denote firm
and year fixed effects, respectively. The θks capture differences in the outcomes of interest
across treated firms (belonging to groups that enter an SEZ) to control firms (belonging
to groups without SEZ connection) across time, accounting for the time frame from 2000
to 2013, where the pre-SEZ reform year 2004 serves as base category.

The results are presented in Figure 2.B.11. The figure shows that firm outcomes emerged
in parallel prior to the enactment of the SEZ policy. There is no indication for a drop
in firm activity after companies entered SEZs at group locations outside of the SEZ area.
This speaks against the notion that economic activity was shifted into SEZs across longer
distances. On the contrary, the estimates point to an increase in economic activity at
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these locations after treatment, which is consistent with prior evidence, documenting that
firm activity at different group locations are complements rather than substitutes (see e.g.
Desai, Foley, and Jr., 2009, Becker and Riedel, 2012, Chodorow-Reich, Smith, Zidar, and
Zwick, 2024).39

Figure 2.B.11: Intra-Group Relocation of Economic Activity (> 50km)
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c) Assets
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d) Total wage bill

-.8
-.4

0
.4

.8
1.

2
lo

g 
(to

ta
l w

ag
e 

bi
ll)

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

Year

Notes: The figure determines the impact of SEZ establishment on non-SEZ firms within the same company group, comparing
firms in groups that establish entities in an SEZ with company groups that have no SEZ activity. The sample is restricted to
firms that are located beyond 50km from the closest SEZ entity within the same group. Only geocoded firms are included.
95% confidence intervals are displayed.

2.B.4 Structural change

This appendix complements Section 2.5.3 in the main paper. First, we calculate the ag-
gregate reduction in agricultural employment and extend the back-of-the-envelope calcula-

39If group locations are e.g. connected through input-output-linkages, expanding investment at one group
location is associated with higher investments at other group locations. Equivalently, the cost reductions
may imply that it becomes more attractive for multinational firms to operate in India, which might enhance
real economic activity at Indian group locations inside and outside of SEZs.
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tion from Appendix 2.B.3, comparing this reduction to the observed increase in aggregate
non-farm employment (in levels). This allows us to determine the fraction of the non-
agricultural employment gain that is sourced from workers, who were previously employed
in agriculture. The decline of agricultural employment is also a relevant ingredient for the
cost-effectiveness calculation in Section 2.7. Second, we provide evidence for pronounced
employment gains in low-skilled service industries in SEZ areas and surroundings, which
further supports the narrative that low-skilled workers transit from agriculture to non-farm
sectors.

1. Aggregate decline in agricultural employment: In our baseline sample of mu-
nicipalities with a population below 500K, agricultural employment decreased by 17%,
4%, and 5%, respectively, in SEZ-municipalities and municipalities in distance bins of
0-5km and 5-10km. Drawing on the average pre-treatment agricultural employment lev-
els in SEZ-municipalities with less than 500K inhabitants in our sample of municipalities
(777), the indicated distance bins (571 and 532, respectively) and the total number of
such municipalities per distance bin (152; 1,264 and 2,390), the aggregate negative ef-
fect of SEZs on municipalities within a 10km radius amounts to 112,521 less agricultural
jobs (= −0.17 × 777 × 152 − 0.04 × 571 × 1,264 − 0.05 × 532 × 2,390). To account for the
effect in large municipalities, too, we estimate effects separately and follow the same ag-
gregation procedure as in the base analysis. Note, however, that the estimated effects for
this sample should be interpreted with caution as they are based on a small sample of
large municipalities. The decrease in agricultural jobs in large municipalities amounts to
291,740 (= −0.45×31377×12−0.68×22916×4−0.65×13181×7). Overall, our back-of-
the-envelope calculation suggests that SEZs reduced agricultural employment by 404,262
jobs. Comparing this figure to the estimated increase in non-agricultural employment from
Appendix 2.B.3, we find that around every third new non-agricultural job (32%) is sourced
from the agricultural sector.

Note that similar findings emerge when we refine the analysis and allow for heterogeneity
in the effect of SEZs on municipalities of different size. In particular, we again divide
the sample of municipalities with less than 500,000 inhabitants into four equally sized
subsamples according to population quartiles. We then reestimate our baseline model in
these subsamples and rerun the aggregation exercise above for each of the four samples
and for large municipalities in addition. We do so for non-agricultural employment as
well as for agricultural employment. This leaves the ratio of the aggregate agricultural
employment decrease and the non-agricultural employment increase unchanged, at 32.2%.
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2. Characteristics of new employment. We also shed light on the type of jobs that
emerged in and around SEZs. We turn to the Economic Census for this exercise, which
contains detailed 3-digit industry codes. As the industry classification changed within our
sample frame, we use the concordance tables provided by the Ministry of Statistics and
Programme Implementation to harmonize the National Industry Classification (NIC) of
2008 – which is used in the Economic Census of 2013 – and the NIC codes of 2004 and
1987 – which is used in the Economic Censuses of 2005 and 1998. In cases of industry
splits, we assign the industry code, which has a higher employment share according to
the Economic Census of 2013. We draw on this data to classify industries in the service
sector into low-skilled industries (e.g. restaurants) and high-skilled service industries (e.g.
information technologies, communication, or management). The evidence is presented in
Figure 2.B.12. The figure suggests that employment in industries classified as ‘low-skilled’
increases pronouncedly, see panel (a). Employment in industries classified as ‘high-skilled’
shows small, but insignificant increase, in turn, see panel (b). An exception is employment
in the IT-sector, which – albeit high-skilled – rises strongly after SEZ establishment, likely
reflecting the importance of this worker group for SEZ activities. In sum, the evidence
supports the narrative that the decline in (marginal) agricultural employment reflects that
lower-skilled workers transitioned from the agricultural sector to lower-skilled service jobs
(additionally to manufacturing).
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Figure 2.B.12: Service employment (high- vs. low-skilled)
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Notes: We characterize industries as low-skilled or high-skilled based on on the National Industry Classification (NIC) 2008
as follows: NIC codes IT: 581-639. NIC codes high skilled: 641-750. NIC codes low skilled: 451-563. The dots indicate the
estimated parameters β̂d. Each subscript d refers to a distance on the horizontal axis, e.g. the coefficient at 0km refers to
d = 0. Red lines indicate 95%-confidence intervals. Standard errors are clustered at the district level. Employment data are
based on the Economic Census for 2005 and 2013.Red lines indicate 95%-confidence intervals.

2.B.5 Additional outcomes

Local public goods. In this section, we explore whether the SEZ Act led to higher
provision of local public goods, e.g. streets or electricity infrastructure, that benefited
local residents (which was one goal of the SEZ policy, see Section 2.2). The population
census allows us to shed some light on local public good provision. We observe the number
of schools in each municipality and whether a municipality had access to any kind of
electricity or to a paved road, respectively. Re-estimating Eq. (2.1) with these different
dependent variables does not point to any SEZ-induced improvements in electricity and
road access. The number of schools slightly increased in treated municipalities after SEZ
establishment (relative to municipalities in further distance). This positive effect vanishes,
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however, when we normalize the number of schools on population size. Finally, we find no
effect on local literacy rates, see Panel (d).

Figure 2.B.13: SEZ effect on local infrastructure and literacy

a) Number of schools:
2001-2011

−
.2

0
.2

.4
lo

g
(s

c
h
o
o
ls

)

0 km 10 km 20 km 30 km 40 km 50 km
Distance relative to SEZ

b) Electricity: 2001-2011

−
.2

0
.2

.4
E

le
c
tr

ic
it
y

0 km 10 km 20 km 30 km 40 km 50 km
Distance relative to SEZ

c) Paved road access:
2001-2011

−
.2

0
.2

.4

P
a
v
e
d
 r

o
a
d

0 km 10 km 20 km 30 km 40 km 50 km

Distance relative to SEZ

d) Literacy: 2001-2011

−
.0

4
−

.0
2

0
.0

2
.0

4
L
it
e
ra

c
y
 r

a
te

0 km 10 km 20 km 30 km 40 km 50 km
Distance relative to SEZ

Notes: The dots indicate the estimates for β̂d as estimated according to Eq. (2.1). Each d refers to a distance on the
horizontal axis e.g. the coefficient at 0km refers to d = 0. Panel (a) depicts results for the number of schools. Panel (b)
depicts results for electricity access. Panel (c) depicts results for paved road access. Panel (d) depicts the results for the
literacy rate. Red lines indicate 95% confidence intervals. The standard errors are clustered at the district level. Data are
based on the Population Census for the years 2001 and 2011. Hence, only municipalities that are within 50km of SEZs that
became operational until 2011 are included.
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Firm entry. We have shown in the main part of the paper that the SEZ Act led to
more employment in SEZ-hosting and neighboring municipalities. This part complements
these insights by exploring the extensive margin, that is the change in the number of firms
through entry or exit. We show in Column (1) of Table 2.B.3 that the policy led to a
strong positive response at the extensive margin in SEZ-hosting municipalities and their
neighbors up to 10km. The placebo regressions in Column (2) point to no differences in
pre-treatment trends. We further document in Columns (3)-(6) that the increase in the
number of firms was primarily driven by male firm ownership and by small firms.

Table 2.B.3: SEZ effect on firm entry

(1) (2) (3) (4) (5) (6)
Distance bins Total Placebo Male Female Large Small

0km 0.296*** -0.100 0.390*** 0.094 0.063 0.314***
(0.112) (0.106) (0.114) (0.147) (0.219) (0.116)

0-5km 0.204*** 0.002 0.260*** 0.108 -0.176 0.210***
(0.045) (0.061) (0.057) (0.092) (0.107) (0.045)

5-10km 0.142*** -0.024 0.176*** 0.099 -0.049 0.144***
(0.035) (0.059) (0.044) (0.077) (0.123) (0.037)

10-15km 0.056 0.001 0.078 0.009 -0.156 0.059
(0.049) (0.040) (0.053) (0.052) (0.101) (0.051)

15-20km -0.009 -0.010 0.032 -0.001 -0.032 -0.010
(0.027) (0.028) (0.030) (0.046) (0.058) (0.028)

20-25km – – – – – –

25-30km -0.005 0.023 0.006 -0.037 -0.111** -0.008
(0.025) (0.028) (0.033) (0.037) (0.056) (0.025)

30-35km -0.058* 0.047 -0.057 -0.009 -0.094 -0.060*
(0.032) (0.034) (0.038) (0.048) (0.081) (0.033)

35-40km -0.056* 0.027 -0.063 -0.007 -0.144* -0.058*
(0.032) (0.030) (0.039) (0.053) (0.079) (0.033)

40-45km -0.024 -0.002 -0.034 0.025 -0.125* -0.025
(0.035) (0.035) (0.042) (0.057) (0.068) (0.036)

45-50km -0.008 -0.044 -0.015 0.031 -0.183** -0.009
(0.037) (0.037) (0.042) (0.060) (0.072) (0.037)

Observations 92,926 84,120 85,216 36,888 16,712 92,828
R-squared 0.905 0.900 0.883 0.841 0.842 0.904
Municipality fixed effects
Year fixed effects

Notes: Regression results from Eq. (2.1) with the number of different types of firms as the dependent variable. Column (1) reports
the estimated effects on total firm count. Column (2) reports the placebo results. Columns (3)-(6) report the results for male owned-,
female owned-, large- and small firm count. Data are based on the Economic Census for the years 1998, 2005 and 2013. Standard
errors are clustered at the district level. *** p<0.01, ** p<0.05, * p<0.1.
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Table 2.B.1: Employment effects by developer

(1) (2) (3) (4) (5) (6)
Employment

Matching None Industry Industry & size
Distance bins Private Public Private Public Private Public

0km 0.314** 0.549*** 0.382*** 0.411** 0.369** 0.400**
(0.159) (0.209) (0.146) (0.180) (0.150) (0.158)

0-5km 0.125** 0.357*** 0.130** 0.266*** 0.122** 0.263***
(0.056) (0.080) (0.056) (0.089) (0.056) (0.089)

5-10km 0.120*** 0.202*** 0.121*** 0.191** 0.121*** 0.200**
(0.040) (0.064) (0.040) (0.076) (0.041) (0.077)

10-15km 0.025 0.061 0.027 0.021 0.021 0.017
(0.051) (0.063) (0.051) (0.072) (0.052) (0.070)

15-20km -0.009 0.030 -0.007 0.012 -0.015 0.012
(0.039) (0.046) (0.038) (0.045) (0.042) (0.045)

20-25km – – – – – –

25-30km -0.023 0.070* -0.022 0.034 -0.028 0.033
(0.032) (0.038) (0.032) (0.043) (0.032) (0.043)

30-35km -0.091** 0.051 -0.092** 0.074* -0.088** 0.080**
(0.040) (0.059) (0.040) (0.042) (0.040) (0.040)

35-40km -0.075* 0.024 -0.078* 0.024 -0.079* 0.028
(0.044) (0.058) (0.044) (0.050) (0.044) (0.051)

40-45km -0.054 0.055 -0.057 0.074 -0.057 0.067
(0.051) (0.043) (0.050) (0.045) (0.051) (0.046)

45-50km -0.069 0.123** -0.073 0.072 -0.076 0.084
(0.049) (0.054) (0.048) (0.067) (0.048) (0.065)

Observations 92,980 92,980 92,954 92,954 91,960 91,960
R-squared 0.899 0.899 0.919 0.919 0.919 0.919
Municipality fixed effects
Year fixed effects

Notes: Regression results based on Eq. (2.5) contrasting employment effects of public and private SEZs. Columns (1)-(2) report results
without matching. In columns (3)-(4), we match on industries as in Figure 2.6.4. Columns (5)-(6) show results when municipalities are
matched according to SEZ-industry and SEZ-area relative to municipality area. Employment data are based on the Economic Census for
the years 2005 and 2013. Standard errors are clustered at the district level. *** p<0.01, ** p<0.05, * p<0.1.
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Table 2.B.2: Employment effects by SEZ industry

(1) (2) (3) (4) (5) (6)
Employment

Matching None Developer Developer & size
Distance bins Multi IT Multi IT Multi IT

0km 0.625*** 0.420*** 0.544** 0.416*** 0.641* 0.413***
(0.186) (0.157) (0.210) (0.157) (0.348) (0.157)

0-5km 0.324*** 0.114 0.280** 0.112 0.239** 0.106
(0.117) (0.075) (0.122) (0.075) (0.113) (0.076)

5-10km 0.139* 0.168*** 0.119 0.165*** 0.077 0.164***
(0.075) (0.057) (0.075) (0.057) (0.083) (0.057)

10-15km 0.164 0.061 0.103 0.061 0.040 0.056
(0.124) (0.067) (0.088) (0.067) (0.083) (0.068)

15-20km 0.157* -0.011 0.171* -0.012 0.097 -0.012
(0.092) (0.038) (0.093) (0.038) (0.071) (0.038)

20-25km – – – – – –

25-30km 0.020 -0.002 0.039 -0.001 -0.006 0.000
(0.046) (0.039) (0.042) (0.039) (0.042) (0.039)

30-35km -0.024 -0.016 -0.039 -0.015 0.007 -0.015
(0.057) (0.053) (0.065) (0.053) (0.065) (0.053)

35-40km -0.044 -0.041 -0.075 -0.039 -0.111** -0.038
(0.062) (0.052) (0.069) (0.052) (0.052) (0.052)

40-45km 0.030 -0.014 0.005 -0.012 -0.030 -0.011
(0.048) (0.058) (0.051) (0.059) (0.065) (0.058)

45-50km 0.155** 0.005 0.127* 0.007 0.112 0.012
(0.073) (0.061) (0.076) (0.061) (0.078) (0.061)

Observations 51,202 51,202 51,202 51,202 50,414 50,414
R-squared 0.898 0.898 0.898 0.898 0.899 0.899
Municipality fixed effects
Year fixed effects

Notes: Regression results based on Eq. (2.5) with industryi instead of priv.developeri as an identifier. CEM is applied with IT being the
treatment category. Columns (1)-(2) report the results without matching. Columns (3)-(4) show results when municipalities are matched
according to SEZ developer (public or private) as in Figure 2.6.4. Columns (5)-(6) report results when municipalities are matched according
to SEZ-developer and SEZ-area relative to municipality area. The sample includes all municipalities. Employment data are based on the
Economic Census for the years 2005 and 2013. Standard errors are clustered at the district level. *** p<0.01, ** p<0.05, * p<0.1.
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Chapter 3

Carbon Taxation and Firm Behavior
in Emerging Economies: Evidence
from South Africa

Joint with Johannes Gallé, Rodrigo Oliveira, Nadine Riedel and Edson Severnini.

3.1 Introduction

Reducing carbon emissions is essential for combating climate change. Although this is
widely recognized and prioritized on policy agendas, global carbon emissions continue to
rise (Global Carbon Budget, 2023). Among the various policy tools available to curb
emissions, carbon pricing is widely regarded as the most efficient approach (Gordon, 2023;
Marron and Toder, 2014; Timilsina, 2022). Yet, implementing carbon pricing – particu-
larly carbon taxes – poses challenges for emerging markets and less developed countries.
Many low and middle income countries (LMICs) have so far been reluctant to embrace
carbon taxation. One main concern is that a carbon tax may come with negative economic
effects and hinder economic development (Strand, 2020). LMICs’ relatively strong reliance
on carbon-intensive energy, their lower levels of technological development and adaptive
capacity, and oftentimes weak economic resilience may render them particularly vulnerable
to negative economic effects of carbon taxation (Marron and Toder, 2014; Metcalf, 2021).
This chapter provides the first comprehensive analysis of how firms in an emerging economy
respond to carbon taxation. It focuses on South Africa, the 13th-largest carbon emitter
globally and the first African nation to introduce a nationwide carbon tax in 2019. As a
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potential trailblazer for other developing countries, South Africa’s experience is particularly
relevant given the growing global emphasis on carbon pricing, with 65 carbon pricing
schemes worldwide and 46 more underway (UNFCCC, 2024). While carbon pricing can in
general take the form of carbon taxes or emissions trading schemes, carbon taxes are easier
to implement, which may make them relatively more attractive for LMICs.1 To make
it politically feasible, South Africa introduced its carbon tax with substantial allowances
during the initial phase to ease the transition.
Using novel and comprehensive administrative tax data, we analyze the dynamic effects of
the policy on firm behavior. Our findings show that the carbon tax did not negatively affect
key firm outcomes such as sales, profits, or employment. Notably, the announcement of
the tax – made four years before its implementation – appears to have spurred an increase
in firm activity, suggesting anticipatory behavior. The anticipation led firms to increase
(potentially emission intensive) economic activity prior to the implementation of the tax,
after which these activities become more costly.
To quantify the economic impacts of the carbon tax, we examine firm responses to both
its announcement and implementation. Our analysis focuses on manufacturing and min-
ing firms, which are key sectors in the context of the carbon tax. Using matching tech-
niques, we address imbalances in observable pre-treatment characteristics between taxed
and non-taxed firms. Our matched sample performs well in terms of trend comparisons
between treated and untreated firms, and achieves a matching ratio comparable to a recent
study evaluating the EU ETS (Colmer, Martin, Muûls, and Wagner, 2024). Based on this
matched sample, we estimate event-study regressions to capture the dynamic effects of the
tax announcement (draft bill released in 2015) and its implementation (enacted in 2019).
The analysis leverages the universe of corporate income tax returns filed from 2011 to 2021,
allowing us to track firms for six years after the release of the draft carbon tax bill and
two years following the tax’s implementation in 2019.2 Beginning in 2019, we integrate de-
tailed data on emissions and tax payments with other firm-level tax records. This enables
an in-depth analysis of the carbon tax base, which we find covers over 80% of nationwide

1When relying on a carbon tax, countries can leverage existing tax authorities and target large emitters. But
they may face political resistance due to public aversion to new taxes. ETS, on the other hand, are more
politically feasible as they allow free distribution of emissions permits to firms, but require establishing and
regulating a market, often necessitating a new agency, which can be challenging for developing countries
due to limited state capacity.

2The fiscal year in South Africa begins in March and ends in February of the following year. Therefore, the
2020 fiscal year started in March 2019 and ended in February 2020. This timing means that our estimated
effects for 2020 are largely influenced by the implementation of the carbon tax (introduced in June 2019)
but remain unaffected by the COVID-19 pandemic, which impacted the subsequent fiscal year.
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emissions. Although the statutory tax rate is uniform across industries, we identify signifi-
cant variation in effective tax rates – the amount firms actually pay per tonne of CO2. Our
descriptive analysis reveals a non-linear relationship between emissions and tax payments,
driven by the tax’s design, which includes allowances, exemptions, and special provisions
for certain industries.
The main results indicate that the announcement of the Carbon Tax Bill in 2015 led to
increases in sales, capital, employment, and profits. The effects over time are consistent
across manufacturing and mining sectors, except for capital, which exhibits a more muted
reaction in the mining sector. These positive effects grew gradually and remained signif-
icant even after the carbon tax was implemented in 2019. For example, by 2019, sales,
capital, employment, and profits had increased by approximately 20%. Contrary to con-
cerns that carbon taxes may hinder economic growth, our findings suggest no negative
impacts on firm performance on average within the first four years of the tax’s implemen-
tation. Using a synthetic control approach, however, we provide suggestive evidence that
the increased firm activity following the tax announcement coincided with a temporary
rise in carbon emissions.
To examine how differences in exposure to the carbon tax influence firm responses, we
conduct a heterogeneity analysis. Our findings reveal that firms with fewer allowances –
and therefore facing higher effective tax rates – experienced significant increases in sales
and employment following the tax announcement. In contrast, firms with more allowances
showed more muted responses, with estimated effects on sales and employment that are
less pronounced and, in some cases, statistically indistinguishable from zero after the tax’s
implementation. These results might sound counterintuitive because one would typically
expect that firms facing higher effective tax rates (due to fewer allowances) would experi-
ence negative economic outcomes, given the increased cost burden.
We explore two mechanisms that could explain these seemingly counterintuitive results.
First, the four-year gap between the release of the carbon tax bill and its implementation
allowed firms to manage uncertainty, not only by gaining clarity on the future cost of pro-
duction but also by confirming that there would be no cap on emissions, as long as the
tax was paid. This resolution of uncertainty may have enabled firms to plan strategically
for the transition. Our findings show that firms with higher exposure to the carbon tax
experienced increased sales and significantly higher depreciation following the announce-
ment of the bill. These results suggest that these firms not only used their capital more
intensively but also accelerated the depreciation of their emission-intensive machinery in
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anticipation of the tax. The accelerated depreciation, in particular, likely reflects an effort
to mitigate the risk of stranded assets – emission-intensive machinery that could become
uneconomical or obsolete under the new tax regime.
As a second potential mechanism, we explore whether the carbon tax incentivized firms to
upgrade their production technology. While we find no evidence of increased investments
in R&D, treated firms did slightly increase imports between 2018 and 2020. This could
suggest they sourced more production inputs from abroad, either to replace domestically
taxed inputs or to upgrade their technology. Notably, our analysis shows that, on the
intensive margin, treated firms primarily imported products within the same categories as
in previous years. However, on the extensive margin, they also introduced new products,
indicating some level of technology or product innovation. While we cannot completely
rule out technology upgrading, our evidence suggests that this channel is less significant in
explaining the substantial effects of the tax announcement and implementation.
This study makes three main contributions to the literature. First, it contributes to the
literature on the economic impacts of carbon pricing, which has predominantly focused
on cap-and-trade schemes and/or developed world settings (Andersson, 2019; Bushnell,
Chong, and Mansur, 2013; Calel and Dechezlepretre, 2016; Colmer, Martin, Muûls, and
Wagner, 2024; Cui, Wang, Zhang, and Zheng, 2021; Cui, Zhang, and Zheng, 2023; Deche-
zlepretre, Nachtigall, and Venmans, 2023; Martin, de Preux, and Wagner, 2014; Martin,
Muuls, Preux, and Wagner, 2014; Yamazaki, 2017, 2022). In contrast, we estimate the
impacts of a carbon tax in an emerging economy context, where carbon taxes may be more
favorable than cap-and-trade schemes due to limited state capacity. While in both cases
the state needs to know firms’ emissions, carbon tax administration can rely on the exist-
ing tax system while cap-and-trade systems require establishing and regulating a market,
often necessitating a new agency.
Second, it contributes to the literature on environmental policy and labor market out-
comes, particularly in the context of politically contentious carbon taxes. Market-based ap-
proaches, such as carbon pricing, are widely regarded as more cost-effective than command-
and-control regulations (Carlson, Burtraw, Cropper, and Palmer, 2000; Fowlie, Holland,
and Mansur, 2012).3 While command-and-control policies have been shown to reduce em-
ployment and earnings in developed economies (Greenstone, 2002; Walker, 2013), market-

3Yet carbon taxes often face significant public resistance (Anderson, Marinescu, and Shor, 2023; Douenne
and Fabre, 2022; Ewald, Sterner, and Sterner, 2022). This resistance is often tied to the tax’s distributional
implications, which can be politically challenging to defend (Fried, Novan, and Peterman, 2022; Känzig,
2023; Steckel, Dorband, Montrone, Ward, Missbach, Hafner, Jakob, and Renner, 2021).
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based approaches, including carbon taxes, generally do not appear to adversely affect
employment (Martin, de Preux, and Wagner, 2014; Yamazaki, 2017). Our study aligns
with this developed world evidence by demonstrating that flexible environmental policies,
such as carbon taxes, do not seem to harm economic activity and employment, even in the
context of a less developed country with a higher degree of informality.
Third, it contributes to the literature on anticipatory firm behavior, particularly the so-
called “green paradox,” where environmental policies may temporarily worsen environ-
mental outcomes due to pre-emptive actions by firms (Di Maria, Lange, and van der Werf,
2014; Lemoine, 2017; Lueck and Michael, 2003), unless the output is not storable (Clay,
Jha, Lewis, and Severnini, 2024). We provide evidence that a carbon tax, even in a set-
ting without emissions caps in the short run, may induce such behavior. This appears
to arise from firms resolving uncertainty or seeking to recover costs from stranded assets,
offering new insights into how carbon taxes might influence firm behavior in the absence
of emissions caps.
The remainder of the paper is organized as follows: Section 3.2 provides an overview of
the institutional background. Section 3.3 introduces the data sources used in the empirical
analysis. Section 3.4 details the empirical methodology, while Section 3.5 presents and
discusses results. Finally, Section 3.7 offers concluding remarks.

3.2 Institutional background

South Africa is a middle-income country with a GDP per capita of USD 7,055 and a tax-
to-GDP ratio of 21% in 2023. It is one of the few countries in the world to have adopted
a carbon tax and, to date, the only African country to have implemented any sort of
carbon pricing scheme (World Bank, 2024). Appendix Figure 3.A.1 shows that, in 2023,
the carbon tax increased the government revenue by about ZAR 1.5 billion.4 This section
explains the institutional setting and the legal framework of the carbon tax.

Policy process. The implementation of the South African carbon tax in 2019 has been
preceded by a long political process in which a variety of private and public stakeholders
discussed and pushed their interests. Figure 3.2.1 shows the timeline of the main events
until the Carbon Tax Act in 2019. In 2010, the Carbon Tax Discussion Paper marks the first

4This amounts to 0.1 % of total tax revenues in Soth Africa. To put this figure into perspective, it is
comparable to the increase in the early childhood development grant. For details, see https://shorturl.
at/taDvq. Last accessed: March 11th, 2025.
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official mentioning of a ‘carbon tax’. The paper outlined potential ways a carbon policy
could be designed and already signaled the clear intention to regulate carbon emissions
in South Africa. Three years later, the Carbon Tax Policy Paper was a more concrete
proposal, still, however without detailing the final framework. It was not until the end
of 2015 that the first draft of the Carbon Tax Bill was published. The draft detailed
the various allowances for different sectors and activities. Importantly, it also included
the schedule of GHG emission factors, i.e., if unaware before, firms learned at that point
how much emissions they produced and consequently how much they were going to pay.
Finally, the Carbon Tax Act was implemented in 2019 and became effective in June 2019.
The empirical analysis will focus on these latter two events, which we interpret as the
announcement and the implementation of the carbon tax.

The process of the carbon tax enactment was accompanied by much resistance from affected
industries (Baker, 2022). In addition, the policy process was open for public comments,
allowing affected industries or interest groups to actively engage and participate in the dis-
cussions around the design of the carbon tax policy. The opportunity for public comment
was heavily used – Appendix 3.C shows the distribution of comments from various stake-
holders, ranging from industry associations to individuals. The content of the comments
ranged from demanding further clarifications to substantial criticism and contesting of the
the carbon tax. While some comments were taken into consideration, the final Carbon Tax
Act still featured all the main elements proposed in the initial Carbon Tax Bill in 2015.
Nevertheless, this heavy public engagement illustrates the pressure the legislation was fac-
ing in pushing the carbon tax through. It may have led to the initial design of granting
various allowances and exemptions meant to attenuate the alleged negative consequences
of the tax.

Exemptions and allowances. In principle, the carbon tax applies to all firms emitting
CO2 if the extent of their polluting activity exceeds a certain threshold as defined in the
Carbon Tax Act, 2019. These thresholds can be industry- or activity-specific. For example,
the threshold for firms with combustion activities was set at 10 MW of installed thermal
input capacity. This means that regardless of utilization or fuel type, if a firm has the
capacity to combust 10 MW(th), then its emissions will be subject to the carbon tax. If
the firm has a smaller capacity, carbon taxes do not apply. This ensures that the smallest
firms are exempted altogether.

Initially, the first phase of the carbon tax was set to run from June 1, 2019, to December
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Figure 3.2.1: Timeline of the main events until the Carbon Tax Act in 2019

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

ImplementationAnnouncement

Carbon Tax Discussion Paper

Carbon Tax Policy Paper

Draft Carbon Tax Bill

Revised Carbon Tax Bill

Carbon Tax Act 2019

Notes: This figure plots the main events between the Carbon Tax Discussion Paper and the Carbon Tax Act in 2019.

31, 2022. However, the government extended this phase by three years to support economic
recovery in the wake of the COVID-19 pandemic. At the time of the introduction of the
carbon tax in 2019, the statutory tax rate amounted to $120 ZAR (∼ $7 USD) per tonne
of CO2. Despite being relatively low compared to other carbon pricing policies (Timilsina,
2022), the statutory tax rate increases annually by inflation plus 2 percent for the first few
years. As of 2024, the statutory tax rate amounts to $190 ZAR (∼ $11 USD). This low
rate is expected to increase after the end of the transition phase, in December 31, 2025.
The government plans to raise the carbon tax rate to at least US$ 20/tCO2 by 2026, to
US$ 30/tCO2 by 2030, and accelerating to higher levels up to US$ 120/tCO2 beyond 2050
(Qu, Suphachalasai, Thube, and Walker, 2023).5

Having said that, in the first few years following the introduction of the carbon tax, the
effective tax rate could be reduced further through various allowances, as part of the
transition from the initial phase of the carbon tax program. First of all, for the majority
of sectors, there is a basic tax-free allowance of at least 60% of emissions, which means
that only 40% of firms’ emissions are taxed. Additionally, there are specific allowances
for fugitive emissions, for the extent of trade exposure, performance allowances (for firms
emitting less than their industry-specific standard) as well as carbon budget and offset

5See more details at https://tinyurl.com/54xwt25z. Last accessed: March 6th, 2025.
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allowances. These last two types of allowances refer to credits for voluntarily participating
in the carbon budget program or for purchasing carbon offsets, provided the offsets are
generated within the country. As a result of the tax-free allowances, which can total up to
95%, the effective rate could be as small as $6 ZAR (US$ 0.40) per ton of CO2 emissions
(Steenkamp, 2022). The low rate aimed at allowing large emitters enough time to transition
to clean technologies, but are set to be phased out at the end of the transition phase in
December 31, 2025.
In addition to the carbon tax allowances, firms in South Africa can deduct the petroleum
and diesel levies, as well as the electricity levy, from their carbon tax liabilities. These
levies are pre-existing fiscal tools that interact with the carbon tax policy, all aiming at
managing environmental impacts and promote energy efficiency. The petroleum and diesel
levies, introduced in 2003, are charged on petrol and diesel to fund road infrastructure
and public transport systems, while also incentivizing fuel efficiency. The electricity levy,
implemented in 2009, is applied to electricity consumption to reduce reliance on coal-
fired power generation and support the transition to cleaner energy sources. Alongside
the carbon tax allowances, these levies are deductible, reducing the overall carbon tax
liabilities.6

As a result, the Net Emissions Equivalent (NEE), which represents the emissions subject
to the carbon tax after accounting for allowances and deductions, is calculated as:

NEE = ((E −S)× (1−C))− (D × (1−M))+P × (1−J)+F × (1−K), (3.1)

where E refers to all fuel combustion-related emissions of a taxpayer, from which seques-
trated emissions S may be subtracted. C represents the sum of allowances applicable to
fuel combustion activities. D corresponds to the CO2 emissions from petrol and diesel.
Since petrol and diesel are already subject to a fuel levy, their emissions are multiplied
by their respective allowances M and subtracted, effectively exempting them from carbon
taxation to avoid double taxation. P represents industrial process-related CO2 emissions,
and J denotes the corresponding allowances that can be deducted. Lastly, F refers to
fugitive emissions, and K represents the applicable allowances for these emissions.
The net emissions, as calculated above, still do not directly correspond to actual carbon
tax payments, as certain expenditures on other taxes can be credited against the carbon
tax liability. For instance, as mentioned above, electricity providers can deduct the costs
incurred from complying with the electricity levy. Thus, electricity providers are effectively

6As stated by South Africa Revenue Services, the fuel and electricity levies are excluded from the carbon
tax calculation to avoid double taxation (South African Revenue Service, 2021).
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“exempt" from the carbon tax during its current introductory phase.

3.3 Data

Our analysis uses detailed administrative tax data from the South African Revenue Ser-
vice (SARS), accessed confidentially through the South African National Treasury. The
individual data components are described below, but all three data sources can be linked
using anonymized tax reference numbers provided by SARS.

Carbon tax data. SARS provides information on all individual carbon tax filings since
the implementation of the carbon tax in 2019. Overall, about 300 South African firms are
subject to the carbon tax, reporting detailed information on their emissions inventories
and tax payments. The reported emissions are further broken down by the components
as shown in equation (3.1). This includes detailed information on fuel usage and various
types of industrial process and fugitive emissions.7 In addition, we observe the extent of
allowances that are claimed by firms.

Financial and customs data. As a second source of information, we rely on the CIT-
IRP5 firm panel, which harmonizes and combines corporate income tax (CIT) information,
value-added-tax (VAT) as well as customs tax data on imports and exports (Ebrahim,
Kreuser, and Kilumelume, 2021; Pieterse, Gavin, and Kreuser, 2018). The CIT-IRP5 firm
panel encompasses the entire population of South African firms, totaling over 600,000 an-
nual firm observations. Only 0.05% of these firms are subject to the carbon tax, leaving the
vast majority outside its scope. These non-taxed firms provide a large pool for identifying
a suitable control group. The CIT data is based on corporate tax returns submitted to
SARS and comprises information on total sales and profits, capital stock, and the total
wage bill. The information is based on the South African tax year which runs from March
to February of the following year.8 Customs information is obtained from transaction-level
customs declaration forms containing information on the value of the transaction, product
code as well as information on the partner country. From the customs derived data we
mainly use firm-level aggregates of imports and exports. Finally, the data contain infor-
mation of various transaction-level VAT-forms, which are aggregated to the firm-level.

7See Figure 3.A.2 in the Appendix for details.
8In contrast to the fiscal year, the reporting period for the carbon tax follows the calendar year and runs
from January until December.
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Employment Data. The final source of information we use is the individual panel, which
contains individual-level data submitted by employers registered under the pay-as-you-earn
(PAYE) scheme (Ebrahim and Axelson, 2019). Since the 2010/2011 tax year it is manda-
tory for employers to be part of PAYE. As the data is still incomplete for the early years
up to 2013, we only use the individual panel starting in 2013. Most importantly, the data
allow us to calculate the number of employees and the distribution of wages within each
firm by linking it with the CIT-IRP5 firm panel.

Descriptive Statistics. Compared to the total population of firms in South Africa, only
a small fraction is in principle liable for the carbon tax. Only about 300 firms have declared
emissions associated with the carbon tax. This implies that the emissions from many firms
are not covered. However, Panel (a) of Figure 3.3.1 shows that CO2 are highly concentrated
among firms. The gross emissions reported in carbon tax returns represent approximately
80% of total nationwide emissions (colored in red) (Crippa, Guizzardi, Pagani, Schiavina,
Melchiorri, Pisoni, Graziosi, Muntean, Maes, Dijkstra, et al., 2024).9 This suggests that
carbon emissions in South Africa are concentrated among a relatively small number of
firms, but also that the carbon tax would theoretically be able to cover the majority of
emissions despite exempting the majority of firms.
Turning to net emissions (colored in green), which are calculated using equation (3.1) and
represent the emissions subject to the carbon tax after applying various allowances, it
becomes evident that this potential remains largely untapped. Over the years, only about
18% of nationwide emissions have been effectively taxed. The gap between gross emissions
(total firm emissions) and net emissions (those subject to the carbon tax) is primarily
due to the substantial allowances that firms can claim, which reduce their carbon tax
base. This discrepancy is more pronounced when excluding firms that report emissions
but effectively pay no tax (shown in orange). In most cases, this is because firms can offset
their carbon tax payments by crediting the electricity levy, as detailed in Section 3.2. As
a result, the proportion of taxed and paid for emissions out of total nationwide emissions
drops to around 4%.
This discrepancy can be illustrated at the firm level by examining the effective tax rates,
which reflect how much firms in different sectors are actually paying per ton of emitted

9Country-wide emissions are obtained from the Emissions Database for Global Atmospheric Research
(EDGAR), which can be accessed under the following link: https://edgar.jrc.ec.europa.eu/. Last
accessed: March 11th, 2025.
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Figure 3.3.1: Emissions covered by carbon tax
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Notes: This figure plots in Panel (a) the nationwide emissions of South Africa (blue) from the Emissions Database for Global
Atmospheric Research (EDGAR), the total emissions from the carbon tax firms (red), the net-of-allowances emissions (green),
and net-of-allowances emissions of firms that are effectively paying the carbon tax (yellow). Panel (b) shows the effective tax
rate filed by each company. Blue bars represent the statutory tax rate, and red and green bars are the effective tax rate paid
after allowances. The tax year always refers to the reporting period in the previous calendar year. Hence, the tax year 2021
refers to the reporting period of January 2020 until December 2020. Data Source: SARS and EDGAR.

CO2. The statutory tax rate, as defined by law, started at $120 ZAR per ton of CO2 and
gradually increased to $134 ZAR in 2023, as shown in Panel (b) of Figure 3.3.1. However,
the average effective tax rate is significantly lower, as indicated by the red bar. When
the average effective tax rate is weighted by firm-level emissions, it becomes clear that the
effective tax rate per ton of CO2 decreases even further. In other words, the green bars
indicate that, on average, larger emitters are able to claim more allowances, leading to a
reduced effective tax rate.
Naturally, the extent of emissions and, consequently, carbon tax payments vary across
industries. Panel (a) of Figure 3.3.2 shows that the composition of net emissions differs
by industry, which affects tax liability. Petrol and diesel are taxed through the fuel levy.
To avoid double taxation, emissions from petrol and diesel combustion can be deducted
from fuel combustion emissions and are thus exempt from the carbon tax. Fuel combustion
accounts for about two-thirds of emissions in the mining sector, while it represents only
half of the emissions in the manufacturing sector. The remaining emissions in both sectors
are due to fugitive and industrial process emissions. Panel (b) displays the distribution of
carbon tax firms by industry. Nearly half of all firms operate in the manufacturing sector,
while another fifth are in the mining sector.
Next, we investigate heterogeneity in tax payments. Panel (c) of Figure 3.3.2 plots the
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distribution of carbon tax revenues across sectors. More than 80% of the tax revenues
come from manufacturing firms and another 10% from mining firms. Panel (d) suggests,
however, that the largest emitters do not necessarily pay the most. In fact, while we see
manufacturing firms contributing over 80% of carbon tax payments but only about 25% of
emissions, the electricity sector is responsible for about 64% of emissions but contributes
only less than 2% of carbon tax payments. This is due to the deduction of the electricity
levy. A similar pattern is observed for wholesale traders, where the share of emissions far
exceeds their carbon tax payments. In the mining sector, although on a smaller scale, the
share of carbon tax payments is three times larger than its share of emissions.

It is noteworthy that a substantial share of firms filing carbon tax returns report no tax
liability, effectively categorizing them as non-payers. In our sample, this applies to 17%
of the filings (see Appendix 3.A). There are several reasons why firms may report no
carbon tax liability. First, some firms may have no emissions to declare for a given tax
period. Second, electricity providers can offset the carbon tax by crediting the electricity
levy. Third, firms might have zero net emissions, either because they only have emissions
from petrol and fuel or because their emissions are fully sequestrated elsewhere (see Eq.
(3.1)). In fact, most firms with zero emissions only report emissions from petrol and diesel,
meaning they are effectively exempt from explicit carbon taxation.10

10The fuel levy, however, was aligned with the carbon tax rate so that their emissions are equivalent taxed
via the fuel levy.
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Figure 3.3.2: Industry heterogeneity

a) Emission type by industry
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Notes: This figure plots various descriptive statistics based on the carbon tax returns filed by South African firms. Panel
(a) depicts the share of emissions types by industry disaggregated according to Equation (3.1). Panel (b) plots the share of
treated carbon tax firms by industry. Panel (c) displays the aggregate carbon tax revenue for the tax years 2020-2023 by
industry. Panel (d) displays the aggregate emissions of treated carbon tax firms for the tax years 2020-2023 by industry.
Data Source: SARS.

3.4 Empirical approach

In this section, we describe our empirical approach. The analysis relies on a matched
difference-and-differences strategy, where matching is based on firms’ observable charac-
teristics before the announcement of the carbon tax.

Coarsened Exact Matching. In principle, firms that are liable for carbon tax might
be different from those that are not. Due to various exemptions and size thresholds (cf.
Section 3.2), simple comparisons of treated and non-treated firms are prone to selection
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bias. We overcome this issue by relying on matching techniques that reduce imbalances
in the characteristics of treated and non-treated firms. Matching has become the leading
approach to finding an appropriate control group in the field of environmental economics
(Colmer, Martin, Muûls, and Wagner, 2024; Dechezlepretre, Nachtigall, and Venmans,
2023).
In our analysis, we use coarsened exact matching (CEM). This involves temporarily coars-
ening the data based on observed firm characteristics before the treatment period. The
coarsening process applies a predefined common binning strategy, creating unique observa-
tions within the coarsened data. Each of these unique observations constitutes a stratum.
Treated and untreated firms are then exactly matched on these strata. Observations whose
strata do not contain at least one treated and one untreated observation are dropped, and
weights are used to compensate for the different strata sizes (Iacus, King, and Porro, 2012).
Importantly, and contrary to many other matching strategies, coarsened exact matching
does not only account for imbalances in means but also for imbalances in higher moments
and interactions (Blackwell, Iacus, King, and Porro, 2009; Iacus, King, and Porro, 2012).
We match firms exactly at the 3-digit industry level. Additionally, firms are matched on
the basis of profits, sales, import and export volume, number of employees, total wage
bill, and capital stock. Each of these variables is divided into five equally sized bins. The
baseline year is chosen to be the tax year of 2014-15, just before the first Carbon Tax Bill
was drafted and made public. We excluded treated firms with sales and capital equal to
zero in 2015, i.e., we kept only firms that were operating in 2015.

Estimation strategy. After creating a comparison group through matching, we estimate
the causal effect of carbon taxation on firm behavior. In particular, we estimate an event-
study type model as follows:

ln(yit) =
2021∑

k=2011,k ̸=2015
θk1[t = k]×1[i = CarbonTax]+αi +γpt + ϵit, (3.2)

where yit is an outcome of interest for firm i in year t. 1[i = CarbonTax] is an indicator for
whether a firm ever files a carbon tax return.11 αi and γpt are firm and province-by-year
fixed effects, respectively. Our coefficients of interest are the θ’s. We exclude 2015 as

11Note, however, that due to the deduction of allowances, not all firms that file a carbon tax return have
an actual carbon tax liability. However, we classify them as treated since they will begin paying the tax
after the end of the transitional period. Therefore, our estimates reflect intent-to-treat effects. See Figure
3.A.3 in the Appendix for details.
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the baseline year to accommodate anticipatory effects upon the release of the draft of the
Carbon Tax Bill but before the actual implementation of the tax. Further, the year 2015
corresponds to the year for which we apply coarsened exact matching. In order to estimate
the effect of the carbon taxes on firm behavior, it is required to establish a meaningful
comparison group. To this end, we run eq. (3.2) with the weights obtained from the coars-
ened exact matching. The baseline estimation sample comprises 168 treated firms, i.e.,
about two thirds of all treated mining and manufacturing firms, and to 2,465 comparison
(non-treated) firms from the same sectors.12

Identifying assumptions. Our empirical strategy for isolating the causal impact of the
carbon tax on firm activity is based on two key identifying assumption. The first is the
assumption of parallel trends of treatment and comparison groups. Put differently, we
assume that in the absence of the carbon tax both treated and untreated firms would have
followed the same economic trends over time. Although it is impossible to observe these
counterfactual trends, we can scrutinize the plausibility of this assumption by inspecting
whether the treatment and comparison groups have followed similar trends prior to the
treatment. Given that a lengthy policy process preceded the implementation of the carbon
tax, we explicitly allow for anticipatory behavior and define our first treatment as the
announcement of the Carbon Tax Bill in 2015. Hence, we would need to assume parallel
trends prior to the announcement in 2015.
Figure 3.4.1 plots the averages over time for our variables of interest such as sales, capital,
employment, and profits by treatment status. While the dashed lines display the un-
matched sample, the solid lines indicate the averages for the matched sample. The visual
co-movement prior to 2015 supports the parallel trends assumption needed for a causal
interpretation of the treatment effects. Although the parallel trends assumption relies on
changes over time, the pre-treatment matching helps to alleviate further validity concerns
by reducing cross-sectional differences between the treatment and comparison groups. The
reasoning behind this is that carbon tax firms in South Africa are particularly large and
could be exposed to systematically different types of contemporaneous shocks. As shown
in Figure 3.4.1, the matching reduces the differences in pre-treatment characteristics sub-
stantially and thereby the likelihood of an estimation bias stemming from idiosyncratic
differences in contemporaneous shocks.
The second identifying assumption is the Stable Unit Treatment Value Assumption (SUTVA).

12This ratio of matched to unmatched treated firms, as well as the absolute number of matched firms, is
comparable to other studies e.g., Colmer, Martin, Muûls, and Wagner, 2024.
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This assumption states that the observed trajectories of the treatment and comparison
groups depend only on their respective treatment statuses. This assumption would be
violated if the matched comparison firms would be indirectly treated by the carbon tax
policy as well. For instance, if firms strategically adjust economic activity to stay below
the liability thresholds. Depending on the direction of the effects, this can either lead to
an upward or downward bias in our estimates. In order to alleviate this concern, we run
our estimation with different matching stringencies. If we assume that the violation of
SUTVA is increasing in the similarity of treatment and comparison firms, the estimation
bias arising from SUTVA should become more prevalent the more similar treatment and
comparison firms are. On the other hand, allowing for larger cross-sectional differences
between treatment and comparison firms would attenuate potential biases arising from
SUTVA violation. Appendix 3.B shows our estimation results when using different forms
of matching. The reported results are comparable across different matching approaches,
indicating that SUTVA violations might not be a major concern in our empirical setting.
Moreover, it is important to note that the thresholds defining carbon tax liability are based
on thermal input capacity, making them less susceptible to manipulation compared to met-
rics like sales. This limits the scope for firms to strategically bunch below the treatment
threshold.
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Figure 3.4.1: Coarsened Exact Matching Means
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Notes: This figure plots the raw means of observable firm characteristics differentiated by treatment and matching status.
The dashed red line depicts unmatched treated firms that are subject to the carbon tax. The yellow line depicts matched
treated firms, and the green line matched comparison firms that are not subject to the carbon tax. The dashed blue line
depicts all remaining untreated firms that were not matched. Firms were matched exactly on the 3-digit industry and
coarsened with 3 cutpoints for sales, capital, number of employees, and profits based on the year 2015. Data Source: SARS.

3.5 Results

In this section, we report and discuss our estimation results. Based on the matched sample,
we estimate equation (3.2). First, we present the results of the effects of the carbon tax on
sales, capital, employment, and profits for all sectors. Then, we explore the heterogeneity
by sector and allowance take-up. Finally, we provide evidence of potential mechanisms
that explain our results.
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3.5.1 Baseline results

Figure 3.5.1 presents the results from the dynamic event-study specification for four main
outcomes across all firms: sales, capital, employment, and profits. The dashed vertical
lines indicate two key events. First, at the end of 2015, the first Carbon Tax Draft Bill
was published. To account for anticipation effects that may have begun at that time,
we use 2015 as our baseline year (which is omitted from the graph). Second, the actual
implementation of the Carbon Tax Act occurred in 2019. It is important to note that the
fiscal year in South Africa runs from March to February. Therefore, the fiscal year 2020
started in March 2019 and ended in February 2020. As a result, the estimated effects for
2020 largely reflect the impact of the carbon tax (which was implemented in June 2019),
without being influenced by the COVID-19 pandemic, which began in the following fiscal
year (Burger and Calitz, 2021).
In all panels, we observe that prior to 2015, there were no significant differences in the
evolution of outcomes between taxed and non-taxed firms. It is only after 2016, following
the carbon tax announcement, that the outcomes begin to show positive effects on sales,
capital, employment, and profits. This suggests that the announcement did not hinder
firm growth; instead, firms may have had an anticipatory incentive to expand operations
before the carbon tax was implemented. After the actual implementation in 2019, these
positive effects persist. Appendix 3.B shows that these results remain robust to different
matching strategies.

3.5.2 Environmental effects

A limitation of the administrative records is that we cannot observe firms’ emissions be-
fore the carbon tax policy was implemented, making it impossible to directly measure the
policy’s impact on emissions at the firm level. To address this, we turn to more aggregate
measures and estimate the environmental effects at the country level using a synthetic
control method. This approach involves constructing a “synthetic" version of South Africa
by combining data from countries that did not implement a carbon tax or similar carbon
pricing schemes. The synthetic control is essentially a weighted combination of these coun-
tries, designed to resemble South Africa in terms of key characteristics such as emissions
patterns before the policy was introduced (Abadie, Diamond, and Hainmueller, 2010; An-
dersson, 2019). This method is widely used in the empirical literature to overcome the
challenge of not having a well-defined comparison group (Abadie, 2021).
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Figure 3.5.1: The effects of the carbon tax policy on firm outcomes
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Notes: This figure plots the θk coefficients estimated from equation (3.2). The vertical bars around the estimates, represented
by the squares, show the 95% confidence intervals. The “tax year" always refers to the previous fiscal year; for example, 2020
corresponds to the period from March 2019 to February 2020. The first dashed line marks the publication of the first draft
of the Carbon Tax Bill, and the second dashed line marks the implementation of the Carbon Tax Act in June 2019. Data
Source: SARS.

For this analysis, we use country-level emissions data from the Emissions Database for
Global Atmospheric Research (EDGAR) (Crippa, Guizzardi, Pagani, Schiavina, Melchiorri,
Pisoni, Graziosi, Muntean, Maes, Dijkstra, et al., 2024), combined with data from the Penn
World Table for population and GDP figures (Feenstra, Inklaar, and Timmer, 2015). The
counterfactual in this case is a “synthetic South Africa,” which is constructed using average
of annual CO2 emissions data averaged from 2011 until 2015. To more closely match the
composition of our firm-level sample, we exclude emissions from the energy and transport
sectors. Therefore, the focus of the environmental analysis is on country-level emissions
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primarily arising from fuel combustion in the manufacturing sector, as well as fugitive and
industrial process emissions.
Additionally, we match countries based on the average GDP as well as their average emis-
sion intensity (measured as the ratio of emissions and GDP) between 2011 and 2015. The
resulting “synthetic South Africa" is a weighted average consisting primarily of the follow-
ing countries: United Arab Emirates (66.7%), India (3%), Trinidad and Tobago (2.9%),
Vietnam (2%) and Saudi Arabia (0.5%).13 This synthetic counterfactual is used to esti-
mate what emissions in South Africa would have looked like in the absence of the carbon
tax policy.
Figure 3.5.2 compares the emissions of South Africa to those of the “synthetic South
Africa”. The latter is supposed to represent the counterfactual scenario in which no carbon
tax would have been introduced. Panel (a) plots the evolution of both while Panel (b)
illustrates the absolute differences over time. The results show a temporary increase in
CO2 emissions between the announcement of the carbon tax and its actual implementation
with a drop in emissions after the actual policy implementation. Although only suggestive
in nature, the emission pattern aligns well with the positive economic impacts on firm
outcomes. They suggest that the positive effect of the tax announcement on firm activity
has been accompanied by a temporary increase in emissions. As the firms we observe
under the carbon tax account for about 80% of nationwide emissions (cf. Figure 3.3.1), it
is reasonable to assume that their behavior affects overall country emissions.

3.5.3 Heterogeneity by sector and allowance take-up

Figure 3.5.3 presents the results for the two types of firms in the sample. First, the patterns
differ by sector depending on the outcome. The carbon policy announcement has positive
effects on both sales and profits for firms in both sectors, with stronger effects observed for
mining firms. However, these effects are more imprecise for mining firms due to the smaller
sample size. In contrast, the effects on capital and employment vary by sector: there is
little to no effect on capital for the mining sector. Regarding employment, the impact is
immediate for the mining sector following the Carbon Tax Draft Bill, while it takes two
years for the effect to materialize in the manufacturing sector.
These findings align with a South African National Treasury’s 2019 memorandum, which

13Overall “synthetic South Africa” comprises 130 countries, of which 125 countries have a weighted contri-
bution of less than 0.5%. Appendix Table 3.B.1 features the full list of countries comprising “synthetic
South Africa”.
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Figure 3.5.2: The effect of the carbon tax policy on CO2 emissions
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Notes: This figure plots the effect carbon tax policy CO2 emissions using the synthetic control method. In Panel a) absolute
values of CO2 emissions are shown. Panel b) depicts the difference in CO2 emissions between South Africa and its synthetic
counterpart. The plotted emission values cover emissions from the following IPCC codes: 1.A.2, 1.B., 2.A., 2.B., 2.C. and
2.D.. Synthetic South Africa is constructed based on South Africa’s average annual emissions in these sectors as well as
the average GDP and emissions intensity (emissions/GDP) between 2011-2015. Countries that have implemented a carbon
pricing policy are removed from the pool of potential donor countries. Data Source: EDGAR and Penn World Tables.

highlighted that the carbon tax implementation would be complemented by transitional
tax incentives designed to minimize the policy’s initial impact. Specifically, the government
aimed to cushion potential adverse effects on energy-intensive sectors, such as mining. This
could explain why mining firms, despite being heavily impacted by the policy, experienced
quicker adjustments in sales and employment following the policy announcement.
As explained earlier, allowances are a key feature of the South African carbon tax policy,
as they determine the effective tax rate and, consequently, the treatment intensity. Figure
3.5.4 presents the results separately for firms that benefited the least from allowances (1st
quintile) and the most (5th quintile). The results suggest that firms in the 1st quintile,
which are limited in claiming allowances, respond quickly to the policy announcement. In
contrast, the observable effects for firms in the 5th quintile, which benefit the most from
allowances, are much smaller and often statistically indistinguishable from zero.
These results might sound counterintuitive because one would typically expect that firms
facing higher effective tax rates (due to fewer allowances) would experience negative eco-
nomic outcomes, given the increased cost burden. However, the quicker response of firms
in the 1st quintile could be due to their anticipation of higher tax liabilities, prompting
them to adjust their behavior more rapidly in response to the policy announcement. On
the other hand, firms in the 5th quintile, which benefit more from allowances, might feel
less pressure to alter their operations, leading to a more muted response. This suggests
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that the financial cushioning provided by allowances could reduce the urgency for firms
to make immediate adjustments, despite facing lower effective tax rates. We will explore
these and other potential mechanisms further in the next section.

Figure 3.5.3: Heterogeneous effects of the carbon tax policy by sector (manufacturing vs.
mining)
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Notes: This figure plots θk coefficients estimated from equation (3.2). The blue squares depict the point estimates for the
manufacturing sector. The red diamonds depict the point estimates for the mining sector. The blue and red vertical bars
around the point estimates represent the 95% confidence intervals. The “tax year" always refers to the previous fiscal year;
for example, 2020 corresponds to the period from March 2019 to February 2020. The first dashed line marks the publication
of the first draft of the Carbon Tax Bill, and the second dashed line marks the implementation of the Carbon Tax Act in
June 2019. Data Source: SARS.
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Figure 3.5.4: Heterogeneous effects of the carbon tax policy by allowance take-up
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Notes: This figure plots the θk coefficients estimated from equation (3.2). The blue squares represent the point estimates
for firms with high allowance take-up (5th quintile), while the red diamonds represent the point estimates for firms with low
allowance take-up (1st quintile). The blue and red vertical bars around the point estimates represent the 95% confidence
intervals. The “tax year" always refers to the previous fiscal year; for example, 2020 corresponds to the period from March
2019 to February 2020. The first dashed line marks the publication of the first draft of the Carbon Tax Bill, and the second
dashed line marks the implementation of the Carbon Tax Act in June 2019. Data Source: SARS.

3.6 Mechanisms

In previous sections, we showed that the announcement and implementation of the carbon
tax led to positive effects on sales, capital, employment, and profits. In this section, we
explore two potential channels that could explain this pattern. Specifically, we focus on
how uncertainty resolution, firms’ anticipation of future costs, and technology upgrading
may have driven firms to increase their activity following the tax announcement.
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3.6.1 Uncertainty and anticipation

Firms must make decisions under uncertainty across many dimensions, including the reg-
ulatory framework in which they operate, particularly regarding taxation. Environmental
accountability through taxation had been part of the South African policy agenda well
before its formal implementation in 2019, with discussions about its structure and purpose
taking place as early as 2010 (cf. Figure 3.2.1). However, the release of the Carbon Tax
Bill in 2015 represents a key milestone in this process, as it outlined the core elements of
what would later become the Carbon Tax Act.
The Carbon Tax Bill provided critical details, such as the emission factors – how much CO2

a specific production activity would generate – as well as the applicable tax rates and the
allowance structure. These disclosures allowed firms to calculate their likely tax liability
with a greater degree of certainty. Furthermore, the tax design itself, which does not impose
an emissions cap as a cap-and-trade system would, likely eased concerns about production
limits. Under the carbon tax framework, firms retained the flexibility to produce as much
as they desired, as long as they found it economical to pay the associated tax. This aspect
reduced a significant layer of uncertainty by ensuring that firms’ production decisions would
not be constrained by a rigid emissions cap. Overall, the 2015 Carbon Tax Bill clarified
several previously uncertain aspects of the policy, enabling firms to better anticipate its
financial implications and adapt their strategies accordingly.
This resolution of uncertainty might thus have improved the efficiency of firms that were
uncertain of how costly their production in the near future would be. It is reasonable
to assume that the Carbon Tax Bill in 2015 constitutes a positive information update to
firms’ expectations as it already incorporated many aspects to attenuate concerns that
firms had at the outset (see Appendix 3.C for details). If a firm’s activity is correlated
with its expectation of the future, this channel can rationalize the observed positive effects.
Uncertainty about carbon pricing has been shown to be high and relevant for firm decisions
in more developed settings (Fuchs, Stroebel, and Terstegge, 2024). Arguably, uncertainty
might be even higher in less developed economies and thus relevant for our setting. To
investigate this channel, we focus on the response of the mining sector, in which the reso-
lution of uncertainty was especially prevalent. In fact, they were explicitly mentioned in a
press release accompanying the release of the Carbon Tax Bill in 2015, stating that ‘ taking
into account the current state of the mining and other distressed sectors [the carbon tax]
will be designed to ensure that such sectors are not adversely affected when the tax is imple-
mented.” This suggests that these sectors were uncertain and concerned about the future
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cost of production before 2015, and thus updated their expectations positively afterwards.
In line with these arguments, subsection 3.5.3 reports that mining firms responded more
strongly than manufacturing firms, which supports this hypothesis.

The resolution of uncertainty clarified the future costs for firms subject to the carbon tax.
One clear example of how these updated expectations influence firm behavior is through
strategic anticipation of future production costs. In the sense of Sinn, 2012, firms might
shift polluting activities from the expensive future (under carbon tax) to the cheaper
present (without carbon tax). As firms decide on how to use their capital and how to
extend production across time, it could be that firms increase production upon policy
announcement and stop increasing or even decrease it after the carbon tax is implemented.
While this idea primarily stems from the mining sector, manufacturing firms might have
a similar incentive by using up their existing “ dirty” capital for the production of goods.
Our analysis has revealed that firms were affected heterogeneously by the carbon tax.
In particular, the allowances varied across sectors but also across firms within sectors.
These allowances and, therefore, approximately the effective tax rates became known to
firms upon the announcement in 2015. Considering the anticipation of future costs as
an explanation, firms with higher expected tax rates should react more strongly, which is
corroborated in Figure 3.5.4.

We present two additional observations in Figure 3.6.1 that support this channel. First,
Panel (a) shows the dynamic effects of the announcement on the inventory levels of treated
firms, distinguishing by their allowance take-up. The results indicate a modest increase
in inventory following the 2015 announcement for firms with low allowance take-up (and
therefore facing relatively higher effective tax rates). This upward trend continues until
2019, with an observed inventory increase of approximately 30% in 2018, significant at
the 5% level, but statistically indistinguishable from firms with high allowance take-up.
This pattern suggests that some firms accumulated inventory in anticipation of the tax
implementation. After the tax came into effect in 2019, the estimated coefficients decline,
consistent with a reduction in production.

Second, Panel (b) illustrates a sharp rise in capital depreciation following the announce-
ment, with effects concentrated among firms with low allowance take-up. Together with the
positive effects on sales reported in Panel (a) of Figure 3.5.4, these findings collectively im-
ply that firms expecting higher tax rates may have intensified the use of emission-intensive
machinery before the tax implementation. The accelerated depreciation likely reflects an
effort to mitigate the risk of stranded assets – machinery that could become uneconomical

164



3.6. Mechanisms

or obsolete under the new tax regime. We cannot rule out, however, that firms may have
also employed bookkeeping strategies or asset management practices to speed up depre-
ciation, potentially to reduce taxable income or to adjust the valuation of assets on their
balance sheets in response to the anticipated tax burden. This could have been a way to
optimize their financial position under the carbon tax.

Figure 3.6.1: Heterogeneous effects of the carbon tax policy by allowance take-up: inven-
tory and depreciation
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Notes: This figure plots the θk coefficients estimated from equation (3.2). The blue squares represent the point estimates
for firms with high allowance take-up (5th quintile), while the red diamonds represent the point estimates for firms with low
allowance take-up (1st quintile). The blue and red vertical bars around the point estimates represent the 95% confidence
intervals. The “tax year" always refers to the previous fiscal year; for example, 2020 corresponds to the period from March
2019 to February 2020. The first dashed line marks the publication of the first draft of the Carbon Tax Bill, and the second
dashed line marks the implementation of the Carbon Tax Act in June 2019. Data Source: SARS.

3.6.2 Technology upgrading

Another explanation for the increased firm activity upon the tax announcement is technol-
ogy upgrading. Firms could change production technologies to lower emissions and thus
avoid high tax payments. Ultimately, this could increase the competitiveness and prof-
itability of firms and, therefore, explain the positive effects we observe (Acemoglu, Aghion,
Bursztyn, and Hemous, 2012; Porter and Linde, 1995). In other contexts, it has been
shown that the introduction of an Emissions Trading System (ETS), in fact, triggered
innovation and investments in cleaner technology (Calel, 2020; Calel and Dechezlepretre,
2016). For the case of China, for instance, Cui, Zhang, and Zheng, 2023 show that the ETS
induced innovation by firms leading to a comparative advantage over non-ETS firms and
thus higher productivity. In South Africa, we find only limited evidence pointing toward

165



Carbon Taxation and Firm Behavior in Emerging Economies

innovation or investments in cleaner technology as the main drivers of the positive effects
of the carbon tax on firm outcomes.

In Figure 3.6.2, we re-estimate our baseline specification using three indicators of innovation
or technology upgrading as dependent variables. It is important to note that we did not
have access to patenting data for these firms, which is why we use these alternative proxies
instead. Panels (a) and (b) show that there is generally no significant effect on R&D
expenditures – if anything, the point estimates are often negative. This suggests that
firms subject to the carbon tax did not increase innovation. Panels (c) and (d) display
the dynamic effects on total imports, which can serve as an indicator of whether firms are
purchasing clean technology or new machinery from abroad. We observe positive effects
on import volume following the carbon tax announcement, but these are only statistically
significant on the extensive margin. When focusing on new imports in Panels (e) and
(f), we find a positive effect on the extensive margin after the tax announcement, but no
effect on the intensive margin. While we cannot rule out some impact on innovation and
technology upgrading, these analyses collectively suggest that these factors are unlikely to
play a major role in explaining the positive baseline results.
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Figure 3.6.2: Effects of the carbon tax policy on R&D and imports (total vs. new products)
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f) New Imports (continuous)
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Notes: This figure plots the θk coefficients estimated from equation (3.2). The vertical bars around the estimates, represented
by the squares, show the 95% confidence intervals. “Binary" refers to an outcome that is a dummy variable (extensive margin),
while “continuous" refers to an outcome that is measured on a continuous scale (intensive margin). The “tax year" always
refers to the previous fiscal year; for example, 2020 corresponds to the period from March 2019 to February 2020. The
first dashed line marks the publication of the first draft of the Carbon Tax Bill, and the second dashed line marks the
implementation of the Carbon Tax Act in June 2019. Data Source: SARS.
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3.7 Concluding Remarks

This chapter provides the first comprehensive analysis of how carbon taxation affects firm
performance in a large emerging economy. Using detailed administrative data from South
Africa, we quantify the impact of the introduction of a nationwide carbon tax on various
firm outcomes. Contrary to many expectations, our findings suggest that the carbon tax
does not have negative effects on sales, capital, employment, and profits. In fact, treated
firms seem to experience greater growth in these outcomes compared to their matched
counterparts. Upon the announcement of the tax – four years prior to its implementation
– treated firms begin to increase activity, and this positive trend continues even after the
tax is implemented.
Additional analyses suggest that these positive effects may result from firms anticipating
the tax and adjusting their economic activities in the short term to shift polluting behav-
ior. In particular, firms may have intensified their use of emission-intensive machinery or
accelerated capital depreciation to avoid the risk of stranded assets – machinery that could
become uneconomical or obsolete under the new tax regime. While we cannot fully rule
out alternative explanations, we do not find robust evidence that firms are investing in
cleaner production methods through R&D or importing new, cleaner equipment.
From a policy perspective, these findings suggest that the introduction of a carbon tax
may not necessarily harm firm performance in the short term, even in emerging economies.
The ability of firms to adapt and adjust may help mitigate the anticipated costs. However,
this raises important questions about the carbon tax’s effectiveness in driving long-term
environmental improvements, as we find no robust evidence of firms investing in cleaner
technologies or practices in response to the tax.
Looking ahead, the end of the transition period on December 31, 2025, when allowances
are supposed to be phased out and the carbon tax rate increases to its statutory value,
could provide firms with a stronger financial incentive to transition to cleaner production
methods. As the tax burden becomes more substantial, firms may be more inclined to
invest in greener technologies or adopt more sustainable practices to mitigate higher tax
liabilities. However, this transition could be gradual and challenging for some firms, es-
pecially in sectors heavily reliant on emission-intensive processes. Given these dynamics,
policymakers may consider complementary measures to accelerate this transition. This
could include subsidies for green technology, direct incentives for R&D in sustainable prac-
tices, or additional regulatory measures that encourage firms to adopt cleaner production
methods. Without such support, the carbon tax at the current statutory rate alone may
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not be sufficient to drive the necessary long-term environmental shifts.
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Appendix

3.A Additional descriptive results

This appendix provides additional descriptive results on the anatomy of the carbon tax,
complementing Section 3.3. Figure 3.A.1 shows the annual carbon tax revenue as depicted
by the official budget as well as by aggregating the raw carbon tax micro data. Figure 3.A.2
depicts the different emissions sources for fuel combustion, industrial process emissions as
well as for fugitive emissions. Figure 3.A.3 breaks down carbon tax firms that eventually
do not pay any carbon tax.
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3.A. Additional descriptive results

Figure 3.A.1: Aggregate carbon tax revenue

Notes: This figure depicts the annually aggregated carbon tax payments. Blue bars show the aggregate numbers for the
carbon tax filings provided by SARS. Red bars indicate the aggregate figures by the Treasury in their budget review for 2023.
The red bars for 2022 and 2023 are estimations by the Treasury, while 2020 and 2021 refer to actual revenue. Data Source:
SARS.

Figure 3.A.2: Emissions sources

a) Fuel combustion
emissions

b) Industrial
process emissions

c) Fugitive
emissions

Notes: This figure plots various descriptive statistics based on the carbon tax returns filed by South African firms. Panel
(a) depicts the share of fuel combustion emissions disaggregated by fuel type. Panel (b) plots industrial process emissions
disaggregated by activity. Panel (c) plots fugitive emissions disaggregated by activity. All data is based on reported emissions
of carbon tax firms for the taxyears 2020-2023. Data Source: SARS.

171



Carbon Taxation and Firm Behavior in Emerging Economies

Figure 3.A.3: Anatomy of non-payers

Notes: This figure plots the anatomy of carbon tax firms that eventually do not pay any carbon tax during the period 2020-
2023. The green area depicts firms that only use petrol and diesel. The red area refers to firms that can fully sequestrate
their emissions. The blue area depicts electricity firms that can fully deduct the electricity levy. The orange area depicts
firms that report zero gross emissions. The remaining firms are all other firms that can not be exclusively classified in one of
those categories. Data Source: SARS.

3.B Robustness

This appendix complements Section 3.5 by providing robustness checks to the main results.
Figures 3.B.1 and 3.B.2 plot the raw means, when matching less or more restrictively on
observable than in the main specification (see figure notes for details). Figures 3.B.3 and
3.B.4 show the corresponding event study results. In figure 3.B.5, we demonstrate that the
results are insensitive to the choice of the baseline year.

172



3.B. Robustness

Figure 3.B.1: Coarsened Exact Matching Means (less stringent / wide matching)
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Notes: This figure plots the raw means of observable firm characteristics differentiated by treatment and matching status. The
dashed red line depicts unmatched treated firms that are subject to the carbon tax. The yellow line depicts matched treated
firms, and the green line matched comparison firms that are not subject to the carbon tax. The dashed blue line depicts all
remaining untreated firms that were not matched. Firms were matched exactly on the 3-digit industry and coarsened with
only 1 cutpoint for sales, capital, number of employees, and profits based on the year 2015. Data Source: SARS.
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Figure 3.B.2: Coarsened Exact Matching Means (more stringent / narrow matching)
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Notes: This figure plots the raw means of observable firm characteristics differentiated by treatment and matching status.
The dashed red line depicts unmatched treated firms that are subject to the carbon tax. The yellow line depicts matched
treated firms, and the green line matched comparison firms that are not subject to the carbon tax. The dashed blue line
depicts all remaining control firms that were not matched. Firms were matched exactly on the 1-digit industry and coarsened
with 10 cutpoints for sales, capital, number of employees, and profits based on the year 2015. Data Source: SARS.
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Figure 3.B.3: The effects of the carbon tax policy on firm outcomes (less stringent / wide
matching)
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Notes: This figure plots the θk coefficients estimated from equation (3.2). The vertical bars around the estimates, represented
by the squares, show the 95% confidence intervals. The “tax year" always refers to the previous fiscal year; for example, 2020
corresponds to the period from March 2019 to February 2020. The first dashed line marks the publication of the first draft
of the Carbon Tax Bill, and the second dashed line marks the implementation of the Carbon Tax Act in June 2019. Data
Source: SARS.
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Figure 3.B.4: The effects of the carbon tax policy on firm outcomes (more stringent /
narrow matching)
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Notes: This figure plots the θk coefficients estimated from equation (3.2). The vertical bars around the estimates, represented
by the squares, show the 95% confidence intervals. The “tax year" always refers to the previous fiscal year; for example, 2020
corresponds to the period from March 2019 to February 2020. The first dashed line marks the publication of the first draft
of the Carbon Tax Bill, and the second dashed line marks the implementation of the Carbon Tax Act in June 2019. Data
Source: SARS.
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Figure 3.B.5: Main event study results using 2013 instead of 2015 as the baseline year
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Notes: This figure plots the θk coefficients estimated from equation (3.2). The vertical bars around the estimates, represented
by the squares, show the 95% confidence intervals. The “tax year" always refers to the previous fiscal year; for example, 2020
corresponds to the period from March 2019 to February 2020. The first dashed line marks the publication of the first draft
of the Carbon Tax Bill, and the second dashed line marks the implementation of the Carbon Tax Act in June 2019. Data
Source: SARS.
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Table 3.B.1: Composition of “synthetic South Africa”

Percent (%) Countries
66.7 United Arab Emirates
3.0 India
2.9 Trinidad and Tobago
2.0 Vietnam
0.5 Saudi Arabia
0.4 Oman
0.2 Lebanon Haiti Suriname Madagascar Macao Zimbabwe Yemen Kuwait Lesotho Grenada
0.2 Cameroon Burundi Jamaica Aruba Comoros Brunei Darussalam Montserrat Anguilla Burkina Faso Turkmenistan
0.2 Cape Verde Dominica Nicaragua Bahamas Qatar Tajikistan Macedonia, the former Yugoslav Republic of Costa Rica Guinea Seychelles Congo
0.2 Niger Gabon Paraguay Egypt Chad Azerbaijan Mozambique Bahrain Botswana Guinea-Bissau
0.2 Kyrgyzstan Uganda Bermuda Guyana Guatemala Ghana Mali Gambia Iraq Cote d’Ivoire
0.2 Mauritania Rwanda British Virgin Islands Senegal Cambodia Togo Sierra Leone Laos Ethiopia Moldova, Republic of
0.2 Angola Namibia Turks and Caicos Islands Bosnia and Herzegovina Peru Mongolia Uruguay Cayman Islands Sri Lanka Benin
0.2 Belarus Kenya Saint Kitts and Nevis Bolivia Armenia Belize Thailand Ecuador Israel Djibouti
0.2 Panama Algeria Liberia El Salvador Bhutan Zambia Sudan Maldives Mauritius Tanzania
0.2 Malaysia Fiji Tunisia Equatorial Guinea Cyprus Saint Vincent and the Grenadines Barbados Central African Republic Pakistan Nepal
0.2 Georgia Swaziland Sao Tome and Principe Dominican Republic Albania Myanmar Morocco Saint Lucia Honduras Jordan
0.2 Antigua and Barbuda Malawi Uzbekistan Democratic Republic Congo Indonesia Brazil Taiwan Australia Hong Kong Turkey
0.2 Nigeria Philippines Bangladesh

Notes: This table features the contributed weights of each country in order to construct a “synthetic South Africa". “Synthetic South Africa" is constructed based on South Africa’s average annual emissions in the following
IPCC sectors: 1.A.2, 1.B., 2.A., 2.B., 2.C. and 2.D.. In addition average GDP and emissions intensity (emissions/GDP) between 2011-2015 are used to construct a “synthetic South Africa".

178



3.C. Public comments

3.C Public comments

Figure 3.C.1: Type of commentators
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Notes: This figure plots categorization of public comments from the Carbon Tax Bill 2018. Industry associations and private
firms are further categorized by their main industry denomination.

Some examples of public comments include:

• It is suggested that the formula to calculate the tax liability as in equation (3.1)
is amended to allow sequestration to be deducted not only from fuel combustion
emissions but also for process and fugitive emissions (Not accepted. Carbon Tax Bill
2018).

• Inconsistency of the tax treatment of waste management activities in the bill, where
the provision of the 100 percent allowance for GHG emissions needs to be applied
consistently across all sectors and provision should be made accordingly in the Bill
(Accepted. The bill has been amended to allow for a 90 percent tax-free threshold for
waste incineration activities. Carbon Tax Bill 2018).

• For performance allowances, developing an industry benchmark for the lime indus-
try in South Africa may be challenging as there are currently only two large lime
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manufacturers in the country and three smaller producers. (Noted. Carbon Tax Bill
2018).

• The recognition of a renewable energy premium included in the electricity tariff is
welcomed. It is proposed that this rebate should be extended to include renewable
energy allowed as a recovery of cost by Eskom as well and not limited to the Inde-
pendent Power Producers only (Accepted. The bill has been amended to provide the
credit for all renewable energy producers. Carbon Tax Bill 2015).

• Nampak estimates that the emission factor should be closer to 0.1500 to 0.1700 tonnes
CO2 per tonne of glass excluding cullet production. This factor is overstated by 25
per cent. The 2006 IPCC Guidelines emissions factor of 0.200 tonnes CO2 per tonnes
of glass does not necessarily hold true for all glass production. (Noted. The emissions
factors provided in the Schedule 1 of the carbon tax bill are default emissions factors
based on the 2006 IPCC Guidelines and are aligned with the Mandatory reporting
regulations and Technical Guidelines. A process to submit alternative emission fac-
tors is clearly stated in the NGERs and associated technical guidelines of the DEA.
Carbon Tax Bill 2015).
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