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ARTICLE INFO ABSTRACT

Keywords: We present a class of simple transfer-free rules for assigning an unpleasant task among a group
Mechanism design of agents: agents decide simultaneously whether or not to volunteer; if the number of volunteers
Volunteering

exceeds a threshold number, the task is assigned to a volunteer; otherwise, the task is assigned
to a non-volunteer. In particular, the rule may ask for multiple volunteers although one agent is
sufficient to perform the task. In a setting in which agents care about who performs the task, any
multiple-volunteers rule yields a strict interim Pareto improvement over random task assignment.
Some volunteers rule is utilitarian optimal across all transfer-free binary mechanisms, and a rule
with a large threshold reaches the first-best approximately if the group is large. Similar results
hold for the problem of assigning a pleasant task. In that case, the task is assigned to a volunteer
if and only if there are sufficiently few volunteers.

Assigning an unpleasant task

1. Introduction

Imagine a group of people from which one must be selected as the performer of a task. Examples include the selection of a person
to stand first in line in a dangerous (e.g. military battle) situation, the selection of the salesperson who deals with an unpleasant
customer, or the selection of the chairperson of a department at a university. The performance of the task is similar to the provision
of a public good, with the two special characteristics that this particular public good must be provided and that monetary transfers
are not feasible.

The optimal task assignment depends on the agents’ preferences, which are private information. If each person was solely interested
in minimizing the probability of being personally selected for the task, then due to incentive constraints and the lack of remuneration,
no screening of any private information would be possible, whatever the prevailing rule is. Fortunately, in many situations, people
are also genuinely interested in who performs the task. This can be because some people would perform the task at a higher quality
than others or because people are at least slightly altruistic and care about others’ costs of being selected. Formally, we assume that
a general positive affine transformation of the performing agent’s (privately known) payoff determines the other agents’ payoffs.
Perhaps surprisingly, this payoff and information structure has rarely been considered in the literature.
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$q_N$


\begin {equation*}n (1-y) q_N = y (1-h_Y) + (1-y) (1-h_N).\end {equation*}


$\max \lbrace U_Y(y,t), U_N(y,t) \rbrace $


$i$


\begin {equation}h_Y(y)-h_N(y) = B^{n-1}_y (i) (1-p_{i}) + B^{n-1}_y (i-1) p_{i}. \label {hYNdiffi*}\end {equation}


$n=2$


$n\geq 3$


$i=1$


\begin {equation*}(h_Y-h_N)'(y) = (1-y)^{n-3} (n-1) l_1(y),\end {equation*}


\begin {equation*}l_1(y) = 1-2 p_{1} - y (n-1 -np_{1}),\end {equation*}


$y$


$l_1(1)=(2-n)(1-p_1)<0$


$p_{1}< 1/n$


$l_1(0)= 1-2p_1>0$


$l_1(y)$


$y$


$i=n-1$


$i=1$


$1<i<n-1$


\begin {equation*}(h_Y-h_N)'(y) = \frac {(n-1)! y^{i-2} (1-y)^{n-2-i}}{(i)! (n-i)!} l_i(y),\end {equation*}


$l_i(0)=(i-1) i p_{i}>0$


$p_{i}>0$


$l'(0)=i(n-i)>0$


$p_{i}=0$


\begin {equation*}l(y)>0 \ \ \ \text { for all } y>0 \text { that are sufficiently close to 0}.\end {equation*}


$l_i(1)=-(n-i) (n-i-1) (1-p_{i})<0$


$p_{i}<1$


$l'(1)=i(n-i)>0$


$p_{i}=1$


\begin {equation*}l(y)<0 \ \ \ {\text { for all } y<1 \text { that are sufficiently close to 1}}.\end {equation*}


$l_i(y^{*m})=0$


$y^{*m}\in (0,1)$


$y^{*m}$


$l_i$


$y$


$y\in (0,1)$


\begin {equation*}{l_i(y)>0 \text { if } y<y^{*m}, \text { and } l_i(y)<0 if y>y^{*m},}\end {equation*}


$q_Y$


$h_Y-h_N$


$q_Y$


$y \in (0,1)$


\begin {equation}q_Y''(y) =\frac {(h_Y(y) - h_N(y))' - 2q_Y'(y)}{y}. \label {Xeqn24-A.3}\end {equation}


$y^*$


$q_Y$


$q_Y''(y^*)$


$(h_Y(y^*) - h_N(y^*))'$


$y^*\in (0,y^{*m})$


$y\in (y^{*m},1)$


\begin {align}& {h_Y(y)-h_N(y)-q_Y(y)>0 \text { for all } y>0 \text { sufficiently close to 0, }} \label {comparegg*smally} \\ \text { and } \ \ & {h_Y(y)-h_N(y)-q_Y(y)<0 \text { for all } y<1 \text { sufficiently close to 1.}} \label {comparegg*largey}\end {align}


$q_Y$


$q_Y$


$(0,y^{*m})$


$[y^{*m},1)$


$q_Y$


$h_Y-h_N$


$(p_1,\ldots ,p_{n-1})$


$i$


$y=1$


$q_Y(1)=1/n$


$h_Y(1)-h_N(1) = 1- p_{n-1}$


$p_{n-1}>1-\frac {1}{n}$


\begin {equation*}h_Y(1)-h_N(1)-q_Y(1) = 1-p_{n-1}-\frac {1}{n} < 0,\end {equation*}


\begin {equation*}q_Y(y) = \sum _{j= i}^{n-1} B^{n-1}_y (j) \frac {1}{j+1} + B^{n-1}_y (i-1) \frac { p_{i}}{i}.\end {equation*}


\begin {equation*}h_Y(y)-h_N(y) -q_Y(y) = \binom {n-1}{i-1} y^{i-1} p_i (1-\frac {1}{i}) +\mathcal {O} (y^{i}),\end {equation*}


$i \geq 2$


$i =1$


$1-p_1>1-1/n>1/2$


$(\rho ,\sigma )=(p_1,\dots ,p_{n-1},\sigma )$


$q_Y^\rho (y(\sigma ))\geq q_N ^\rho (y(\sigma ))$


$y(\sigma ) t_Y(\sigma )+(1-y(\sigma )) t_N(\sigma )=\bar t$


$t_Y$


\begin {equation*}W^\rho (\sigma ) = (q_Y ^\rho (y(\sigma )) - q_N^\rho (y(\sigma ))) n y(\sigma ) t_Y (\sigma ) + n q_N^\rho (y(\sigma )) \bar t.\end {equation*}


$\sigma $


$\ol y = y(\sigma )$


\begin {equation}W^\rho (\ol y)\geq W^\rho (\sigma ) \label {WygeqWsigma}.\end {equation}


$t_Y(\ol y) \geq t_Y(\sigma )$


$\ t \geq \hat t(\ol y)$


\begin {equation*}\int _{\hat t(\ol y)}^{t} \df F(\tau ) = \bar y - \int _{t}^{t_H} \df F(\tau ) \leq \bar y -\int _{t}^{t_H} \sigma (\tau ) \df F(\tau ) = \int _{t_L}^{t} \sigma (\tau ) \df F(\tau ).\end {equation*}


$y\in [0,1]$


$\rho $


$y$


$y$


$W$


$q_Y^\rho (y)$


\begin {equation}W^\rho ( y) = n y q^\rho _Y(y) ( t_Y(y)- t_N(y)) + t_N(y). \label {welfareqy}\end {equation}


$\rho $


$q^\rho _Y(y)$


$0<y<1$


$y^{**}$


$0<y^{**}<1$


$y^{**}$


$(W^\rho )'(y^{**})=0$


$\rho $


$y$


\begin {equation*}t_Y'( y) = \frac {\df }{\df y} \left ( \frac {1}{y} \int _{\hat t (y)}^{t_H} t \df F(t) \right ) = \frac {\hat t(y) - t_Y(y)}{y}\end {equation*}


\begin {equation*}t_N'( y) = \frac {\df }{\df y} \left ( \frac {1}{1-y} \int _{t_L}^{\hat {t}(y)} t \df F(t) \right ) = \frac { t_N(y) - \hat t (y)}{1-y},\end {equation*}


\begin {equation*}\Delta (y) =(h_Y - h_N- q_N) (u_Y - u_N) + (q_Y - q_N) (\hat {t} - u_Y)\end {equation*}


$(\rho ^*,y^*)=((p^*_1\dots ,p^*_{n-1}), y^*)$


$0<y^*<1$


$q_N^{\rho ^*}(y^*)<q_Y^{\rho ^*}(y^*)$


$(\rho ^*,y^*)$


$\Delta ^\rho (y)= 0$


$\Delta ^\rho (y) \geq 0$


$(\rho ,y)$


$\Delta (y)>0$


\begin {equation*}(W^\rho )'(y)> (q^\rho _Y(y)-q^\rho _N(y))((\alpha -1) \hat {t}(y)+\beta ).\end {equation*}


$\geq 0$


$\ref {ass:type}$


$y$


$y^*$


$\rho =(p_1,\dots ,p_{n-1})$


$\lambda \geq 0$


$\Delta ^\rho (y^*) \geq 0$


$q^\rho _N(y^*)<q^\rho _Y(y^*)$


$q^\rho _N(y^*)\leq q^\rho _Y(y^*)$


$L(p_1,\dots ,p_{n-1})=W^\rho (y^*)+\lambda \Delta ^\rho (y^*)$


$j=1,\dots ,n-1$


$y^*$


\begin {equation*}\Delta (y) = (h_Y - h_N- q_N) (u_Y - u_N) + (q_Y - q_N) (\hat {t} - u_Y),\end {equation*}


\begin {equation}\frac {\partial L}{\partial p_j} = \underbrace {\frac {B^{n-1}(j) }{n-j}}_{>0} \left ( j \lambda \underbrace {\left (\frac {1-y^*}{y^*}+1\right ) (u_Y-u_N)}_{>0}+ [ \text { terms independent of } {j} ] \right ). \label {partialLpiexpress}\end {equation}


$\lambda >0$


$\rho '= (0,\dots ,0)$


$q^{\rho '}_Y(y')<q^{\rho '}_N(y')$


$y'\in [0,1)$


\begin {equation*}(p^*_1\dots ,p^*_{n-1})\ne \rho '.\end {equation*}


$i$


$p^*_i>0$


${\partial L}/{\partial p_i}\geq 0$


${\partial L}/{\partial p_j}> 0$


$j>i$


$p_j^*=1$


$(p^*_1\dots ,p^*_{n-1})$


$i$


$\lambda =0$


${\partial L}/{\partial p_j} ={\partial W^\rho }/{\partial p_j} > 0$


$j$


$p^*_j=1$


$j$


$\rho ^*$


$i$


$z^*$


$(x_n)_n$


$x_n\in [0,1]$


$n x_n\rightarrow z$


$z>0$


$B^{n-1}_{x_n} (j)=0$


$j>n-1$


$h_Y$


$h_N$


$q_Y$


$q_N$


$\Delta $


$i$


$\ul z$


\begin {equation}0 < \ul z < \ln \left ( \frac {\alpha (t_H-\ol t) i}{\alpha t_H + \beta - t_H} \right ), \label {ulzdef}\end {equation}


$\ln (\dots )$


$n$


${\ul y}_n = {\ul z}/n$


$\Delta ({\ul y}_n)>0$


$n$


${\ul y}_n\rightarrow 0$


$n \to \infty $


\begin {equation*}\hat t({\ul y}_n) \rightarrow t_H, t_Y\rightarrow t_H, \text { and } t_N \rightarrow \ol t,\end {equation*}


\begin {equation}u_Y-u_N \rightarrow \alpha (t_H -\ol t) \text { and } \hat t- u_Y\rightarrow t_H - (\alpha t_H + \beta ). \label {uyminusunlimit}\end {equation}


\begin {equation}h_Y(y)-h_N(y) = B^{n-1}_y (i-1), \label {hYNdiffi*pure2}\end {equation}


$j=i-1$


\begin {equation}h_Y({\ul y}_n)-h_N({\ul y}_n) \to e^{-\ul z} \frac {\ul z^{i-1}}{(i-1)!} \ \ \text { as } \ n\rightarrow \infty . \label {hyminushnlimit}\end {equation}


\begin {equation}q_Y(y) = \sum _{j= i-1}^{n-1} B^{n-1}_y (j) \frac {1}{j+1} , \label {qYpure}\end {equation}


\begin {equation}q_Y({\ul y}_n) \to e^{-\ul z} \sum _{j= i-1}^{\infty } \frac {{\ul z}^j}{(j+1)!}. \label {qylimit}\end {equation}


\begin {equation}q_N({\ul y}_n) =\sum _{j=0}^{i-1} B^{n-1}_y (j) \frac {1}{n-j} \leq \frac {1}{n-i} \rightarrow 0 \ \ \text { as } \ n\rightarrow \infty . \label {qnlimit}\end {equation}


$\Delta $


\begin {equation*}\Delta (y)= (h_Y - h_N- q_N) (u_Y - u_N) + (q_Y - q_N) (\hat {t} - u_Y).\end {equation*}


\begin {equation}\lim _n \Delta ({\ul y}_n) = e^{-\ul z} \frac {\ul z^{i-1}}{(i-1)!} \alpha \underbrace { (t_H -\ol t)}_{>0} + e^{-\ul z} \sum _{j= i-1}^{\infty } \frac {\ul z^j}{(j+1)!} \underbrace {( t_H - (\alpha t_H + \beta ))}_{<0 \ {\text { by Assumption } \ref {ass:type}}}. \label {limequicond2}\end {equation}


\begin {equation*}\sum _{j= i-1}^{\infty } \frac {\ul z^j}{(j+1)!} \leq \sum _{j= i-1}^{\infty } \frac {\ul z^{i-1}\ul z^{j-i+1}}{i!(j-i+1)!} = \frac {\ul z^{i-1}}{i!} e^{\ul z}.\end {equation*}


\begin {equation*}\lim _n \Delta ({\ul y}_n) \geq \
\frac {\ul z^{i-1}}{(i-1)!} \left ( e^{-\ul z} \alpha (t_H-\ol t) - \frac {\alpha t_H+\beta - t_H}{i} \right ) \
> 0,\end {equation*}


$i=1$


$\Delta (1) <0.$


$n$


$\Delta ({\ul y}_n)>0$


$y_n \geq {\ul y}_n$


$\Delta (y_n)=0$


$n y_n> \ul z$


$\lim \inf _n n y_n > 0$


$z_n = n y_n$


$\Delta (y_n)=0$


$\lim \inf _n z_n > 0$


$(z_n)_n$


$z_n$


$i$


$z_n$


\begin {equation}B^n_{y_n}(j) \rightarrow 0 \ \ \ {\text { for all } j=0,1,\dots }. \label {binomfixed0zndiverge}\end {equation}


\begin {equation*}B^n_{y_n}(j) \leq n^j y_n^j (1-y_n)^{n-j} = (n y_n)^j (1-y_n)^{n-j},\end {equation*}


\begin {equation*}\ln \left ( B^n_{y_n}(j) \right ) \leq j \ln (n y_n) + (n-j) \ln (1-y_n).\end {equation*}


$\ln (1-y_n)\leq -y_n \text { and } y_n\leq 1,$


\begin {equation*}\ln \left ( B^n_{y_n}(j) \right ) \leq j \ln (n y_n) - (n-j) y_n \leq j \ln (z_n) - z_n +j \rightarrow -\infty .\end {equation*}


\begin {equation}z_n B^{n-1}_{y_n}(j) \rightarrow 0 \ \ \ {\text { for all } j=0,1,\dots }, \label {binomfixed0zndivergetimeszn}\end {equation}


\begin {equation}\lim _{n\to \infty } z_n(h_Y (y_n) - h_N(y_n)) =0 . \label {hYNdifflimit}\end {equation}


$y_n \leq 1$


\begin {equation}\lim _{n \to \infty } n q_N (y_n) = 0. \label {sumtoi*Prvanish}\end {equation}


$\Delta (y_n)=0$


$z_n$


\begin {equation*}0 = n y_n (h_Y(y_n) - h_N(y_n) - q_N(y_n)) (u_Y(y_n) - u_N(y_n)) + (1-n q_N(y_n)) (\hat {t}(y_n) - u_Y (y_n)).\end {equation*}


$n\rightarrow \infty $


\begin {equation*}\lim _n \hat t (y_n)-u_Y(y_n)=0.\end {equation*}


\begin {equation*}u_Y(y_n) -\hat t(y_n) = \alpha t_Y(y_n) + \beta - \hat t_n \geq \alpha \hat t(y_n) + \beta - \hat t_n \geq \min _{t\in [t_L,t_H]} \alpha t + \beta - t >0,\end {equation*}


$z_n$


$z_{n_k}$


$z^*$


$z_{n_k}$


\begin {equation*}h^{{\text {Pois}}(z^*)}(i) = \frac {\alpha t_H + \beta -t_H }{i \alpha (t_H -\ol t)}.\end {equation*}


$\Delta (y_{n_k})=0$


\begin {equation*}0 = e^{-z^*} \frac {(z^*)^{i-1}}{(i-1)!} \alpha (t_H -\ol t) + e^{-z^*} \sum _{j= i-1}^{\infty } \frac {(z^*)^j}{(j+1)!} (t_H - (\alpha t_H + \beta )).\end {equation*}


$z^*/i$


$j'=j+1$


\begin {equation*}0 = e^{-z^*} \frac {(z^*)^{i}}{i!} \alpha (t_H -\ol t) + \sum _{j'= i}^{\infty } e^{-z^*} \frac {(z^*)^{j'}}{j'!} \frac {t_H - (\alpha t_H + \beta )}{i}.\end {equation*}


\begin {equation*}0 = {\text {Pois}(z^*)(i)} \alpha (t_H -\ol t) - \sum _{j'= i}^{\infty } {\text {Pois}(z^*)(j')} \frac {\alpha t_H + \beta -t_H }{i}.\end {equation*}


$h^{{\text {Pois}}(z)}(i)$


$z$


$z^*$


$(z_n)_n$


$z^*$


\begin {equation*}\lim _n q_Y(y_{n})>0 \ \ \text { and } \ \ \lim _n q_N(y_{n})=0.\end {equation*}


$q_Y(y_n)>q_N(y_n)$


$n$


$y_n$


$n$


$q_Y(y_n)<q_N(y_n)$


$y_n$


$y_n$


\begin {equation*}\sum _{j= i}^n B^{n}_{y_n} (j) \stackrel {(\ref {ni1nreformbinom})}{=} \sum _{j= i}^n \frac {z_n}{j} B^{n-1}_{y_n} (j-1)\end {equation*}


\begin {equation*}\lim _n \sum _{j= i}^n B^{n}_{y_n} (j) = z^* \sum _{j= i}^\infty \frac {(z^*)^{j-1}}{j!} e^{-z^*} = \sum _{j= i}^\infty \frac {(z^*)^{j}}{j!} e^{-z^*}\end {equation*}


\begin {equation*}W(y_n) = t_N (y_n) + \sum _{j= i}^n B^{n}_{y_n} (j) (t_Y (y_n) -t_N(y_n)),\end {equation*}


\begin {equation*}\lim _{n \to \infty } W(y_n) = \bar t + \sum _{j= i}^\infty \frac {(z^*)^{j}}{j!} e^{-z^*} (t_H - \bar t).\end {equation*}


$n$


$W_n^*$


$i<n$


$W^{\rho ^i}(y_n)$


$y_n$


$i$


$\rho ^i$


\begin {equation*}\lim _{n \to \infty } W_n^* \geq \lim _{i \to \infty } \lim _{n \to \infty } W^{\rho ^i}(y_n).\end {equation*}


$t_H$


$\kappa =(\alpha t_H + \beta -t_H )/(\alpha (t_H -\ol t))$


\begin {equation*}i \mbox {Pois}(z^*)(i) = \kappa {\sum _{j=i}^{\infty } \mbox {Pois}(z^*)(j)}\end {equation*}


$\mbox {Pois}(z^*)(i)$


\begin {equation}i \frac {e^{-z^*} (z^*)^{i}}{i!} = \kappa \sum _{j=i}^{\infty } \mbox {Pois}(z^*)(j). \label {i*z*r*relate}\end {equation}


$z$


$X$


$z$


\begin {equation*}E [ \left ( \frac {l}{z} \right )^X ]=\sum _{k=0}^{\infty } \left ( \frac {l}{z} \right )^k \frac {z^k e^{-z}}{k!} = \sum _{k=0}^{\infty } \frac {l^k}{k!} e^{-z} =e^{l-z}.\end {equation*}


\begin {equation*}\Pr [X\geq l] = \Pr \left [ \left ( \frac {l}{z} \right )^X \geq \left ( \frac {l}{z} \right )^l \right ] \leq \frac {E[\left (\frac {l}{z} \right )^X]}{\left ( \frac {l}{z} \right )^l} = e^{l-z} \left ( \frac {z}{l} \right )^l.\end {equation*}


$z^*< i$


\begin {equation*}\sum _{j=i}^{\infty } \text {Pois}(z^*)(j) \leq \frac {e^{-z^*} (e z^*)^{i}}{{i}^{i}}.\end {equation*}


\begin {equation*}i \frac {e^{-z^*} (z^*)^{i}}{i!} \leq \kappa \frac {e^{-z^*} (e z^*)^{i}}{{i}^{i}}.\end {equation*}


\begin {equation*}\frac {{i}^{{i}+1}}{(i)! e^{i}} \leq \kappa .\end {equation*}


$i\rightarrow \infty $


$\sqrt {i-1}/z^* \rightarrow 0$


$i\rightarrow \infty $


$\kappa $


$l=i-1$


\begin {equation*}1-\sum _{j=i}^{\infty } \text {Pois}(z^*)(j) \leq \frac {e^{i-1-z^*} (z^*)^{i-1}}{(i-1)^{(i-1)}} \rightarrow 0,\end {equation*}


$\lim _{i\rightarrow \infty } \sum _{j=i}^{\infty } \text {Pois}(z^*)(j) =1$


\begin {equation*}\lim _{i \to \infty } \lim _{n \to \infty } W^{\rho ^i}(y_n) = t_H.\end {equation*}


$(Q_1,\dots ,Q_n)$


$Q_i(\tau )$


$i$


$\tau =(t_1,\dots ,t_n)$


$\sum _{j=1}^n Q_j(\tau )=1$


$i$


$t_1,\dots ,t_n$


$t_i'$


\begin {align*}t_i Q_i(t_i,t_{-i}) + \sum _{j\ne i} (\alpha t_j +\beta ) Q_j(t_i,t_{-i}) & \geq t_i Q_i(t_i',t_{-i}) + \sum _{j\ne i} (\alpha t_j +\beta ) Q_j(t_i',t_{-i}).\end {align*}


$Q_i$


$t_i$


$Q_{\pi (i)}(t_{\pi (1)},\ldots ,t_{\pi (n)})=Q_i(t_1,\ldots ,t_n)$


$\pi $


$\{ 1,\dots ,n\}$


$i$


$(t_1,\dots ,t_n)$


$i$


$j$


$i$


$j$


$\tau =(t_1,\ldots ,t_n)$


\begin {equation}Q_i(\tau )=Q_j(\tau ) \ \ \ \text { if } \ t_i=t_j. \label {symQiQj}\end {equation}


\begin {equation}Q_i(\tau ) = \frac {1}{n} \ \ \ {\text { for all } i.} \label {Qileq1/nalli}\end {equation}


$k=1,\dots ,n$


$A_k$


$\tau $


$n-k+1$


$Q_i(\tau )=1/n$


$i=1,\dots ,n$


$A_1$


$A_{k}\Rightarrow A_{k+1}$


$k<n$


$A_{k}$


$A_{k+1}$


$\tau = (t_1,\ldots ,t_n)$


$n-k$


$t_1\leq \dots \leq t_n$


$t$


$t_{k+1}=\dots =t_n=t$


$A_k$


\begin {equation}Q_i(t_1,\dots ,t_{j-1},t,t_{j+1},\dots ,t_n) = \frac {1}{n} \ \ \ {\text { for all } i \text { and all } j\leq k}. \label {indcondQi1/n}\end {equation}


$t$


\begin {equation}t_j < t \ \ \ {\text { for all } j\leq k}. \label {tj<hattjk}\end {equation}


$Q_j$


$j$


\begin {equation}Q_j(t_1,\ldots ,t_n) \leq \frac {1}{n} \ \ \ \text { for all } {j\leq k}. \label {Qjleq1/njk}\end {equation}


$k$


$t$


$t_k$


\begin {equation*}t \frac {1}{n} + \sum _{j<k} (\alpha t_j + \beta ) \frac {1}{n} + \sum _{j>k} (\alpha t + \beta ) \frac {1}{n} \geq t Q_k(\tau ) + \sum _{j<k} (\alpha t_j + \beta ) Q_j(\tau ) + \sum _{j>k} (\alpha t + \beta ) Q_j(\tau ).\end {equation*}


$\alpha t + \beta = \sum _{j=1}^n Q_j(\tau ) (\alpha t + \beta )$


\begin {equation*}(t - \alpha t - \beta ) \frac {1}{n} + \sum _{j<k} \alpha ( t_j - t) \frac {1}{n} \geq (t - \alpha t - \beta ) Q_k(\tau ) + \sum _{j<k} \alpha (t_j - t) Q_j(\tau ),\end {equation*}


\begin {equation*}\underbrace {( t - \alpha t - \beta )}_{<0} \left ( \frac {1}{n} - Q_k(\tau ) \right ) + \sum _{j<k} \underbrace {\alpha (t_j - t)}_{<0} \left ( \frac {1}{n} - Q_j(\tau ) \right ) \geq 0,\end {equation*}


$Q_j(\tau ) = \frac {1}{n}$


$j\leq k$


$\sum _{j>k} Q_j(\tau ) = 1- k/n$


$Q_{k+1}(\tau )=\dots =Q_n(\tau )$


$Q_j(\tau )=1/n$


$j>k$


$i$


$i+1\leq n$


$(n-i)/n\leq (n-i)/(i+1)$


\begin {equation}1-\frac {i}{n}\leq \frac {n-i}{i+1}. \label {i*ninequality1}\end {equation}


\begin {equation}1-p_{i} < \frac {n-i}{i+1}. \label {pi*ni*ineq}\end {equation}


$y$


\begin {align}& q_Y(y)-q_N(y) = \nonumber \\ & B_y^{n-1}(i-1) \underbrace {\left (\frac {p_{i}}{i}-\frac {1}{n}\right )}_{>0} + B_y^{n-1}(i) \underbrace {\left ( \frac {1}{i+1} - \frac {1-p_{i}}{n-i} \right )}_{>0 \ \text { by }{ (\ref {pi*ni*ineq})}} + \sum _{j=i+1}^{n-1} B_y^{n-1}(j) \underbrace {\left ( \frac {1}{j+1}-0 \right )}_{>0}. \label {eq:qy>qnrandomdefault}\end {align}


$y>0$


$q_Y(y)>q_N(y)$


$y\in (0,1]$


$\Delta (y)$


\begin {equation}t_H + (i-1)(\alpha t_H + \beta ) > i(\alpha \bar {t} +\beta ). \label {noallnonvolcond}\end {equation}


$y\approx 0$


$B_y^{n-1}(i-1)$


$B_y^{n-1}(j)$


$j\geq i$
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The rule that first comes to mind as a potential improvement over random assignment of the task is the any-volunteers rule: all
agents are asked simultaneously about who would like to “volunteer”; if at least one agent volunteers, the task is assigned randomly
among the volunteering agents; if no agent volunteers, the task is assigned randomly among all agents. The any-volunteers rule can
lead to expected welfare gains relative to a random assignment because agents can self-select into volunteers and non-volunteers
according to their private information. But, and this is the starting point of our paper, other equally simple rules can yield even
higher welfare.

For example, a two-volunteers rule may be used which stipulates that the task is assigned among the non-volunteers unless at least
two volunteers come forward. As we show, if performing the task is very costly, or if agents’ altruism is very small, then in the unique
equilibrium of the any-volunteers rule no volunteers will come forward so that the task will be assigned randomly among the agents.
In contrast, the two-volunteers rule always has an equilibrium in which all types of the agents (volunteers as well as non-volunteers)
are strictly better off than with random assignment. This guaranteed-improvement property generalizes to rules with thresholds
greater than two. The basic intuition is that by committing to select a non-volunteering agent for the task if the threshold is not
reached, the designer effectively creates a cost of non-volunteering that always keeps up some volunteering activity. We suggest the
term multiple-volunteers principle for the heuristic of requiring multiple volunteers although one agent would be sufficient to perform
a task.

Throughout the paper, we focus on the class of anonymous binary mechanisms without transfers: agents choose simultaneously
from just two available actions. The binary-action assumption is restrictive in our setting, where the agents’ private information is
continuously distributed. As the examples of the any-volunteers rule, the random-assignment rule, and the multiple-volunteers rules
make clear, the assumption still allows for a lot of flexibility in designing mechanisms. The strongest argument in favor of anonymous
binary mechanisms is their simplicity. The rules of a binary mechanism are easily explained to players. Moreover, our solution concept
of symmetric Bayes-Nash equilibrium is particularly plausible in such mechanisms: with just two alternatives, a player can quickly
find a best response, whether she applies trial and error or introspection.! Simple mechanisms are particularly appealing if the task
assignment must be completed quickly. Although a restriction to only two actions may sometimes be too strong, it is a natural starting
point, and binary mechanisms can be surprisingly powerful.

We show that the utilitarian optimum in the class of anonymous binary mechanisms is an i-volunteers rule with some threshold
i. Such an i-volunteers rule assigns the task randomly to one of the volunteers if there are more than i volunteers and to one of the
non-volunteers if there are fewer than i. The any-volunteers rule and the multiple-volunteers rules are i-volunteers rules, but the
random-assignment rule is not.

We also consider the limit case of a large group of agents. Any sufficiently large fixed threshold i for the number of required
volunteers leads, in the limit, to some efficiency gains relative to random assignment and to some efficiency loss relative to the
first best. But if the threshold is adapted optimally as the group size increases, the first-best can be approximated arbitrarily closely
in a large group, meaning that it becomes almost certain that the task will be assigned to an individual with maximum type. In
particular, in a large population it is optimal to set a large threshold. There is no substantial efficiency loss from restricting attention
to binary mechanisms without monetary transfers. Proving our results requires novel methods, since the equilibrium conditions for
binary-action games, though one-dimensional, are nonlinear, and we have to compare the equilibrium welfare across all such games.

Literature

Volunteering as a strategic game has mainly been studied in private value settings or under complete information (both of which
are limits of our model). In the simplest version of the volunteers’ game, the task is a public good that is provided if and only if at
least one volunteer comes forward, and every volunteer pays the (homogeneous) cost of providing the public good. Olson (2009,
first edition: 1965) conjectured that the equilibrium probability of a volunteer coming forward decreases in the group size. Olson’s
conjecture was proved by Diekmann (1985) assuming complete information. Noldeke and Pefia (2020) generalize this result for
volunteers’ games where multiple contributors may be required to produce the public good.?

In an incomplete-information setting with private values, Bergstrom and Leo (2015) characterize the type distributions for which
Olson’s conjecture holds. We obtain, in essence, a conclusion opposite to the Olsen conjecture: Volunteering can be organized more
efficiently in a large group than in a small group.

The volunteer game has also been studied in a coordinated version, meaning that one of the volunteers is randomly selected to
provide the public good (this rule is similar to the any-volunteers rule with the crucial difference that the public good is not provided
if no volunteer comes forward). Weesie and Franzen (1998) prove Olson’s conjecture for this game, assuming complete information.>

In the settings with private values or complete information discussed above, incentives for volunteering arise from the threat that
the public good is not provided at all rather than, as in our setting, from the threat that the public good is provided by the wrong

1 More generally, the literature on choice overload (e.g., Jacob et al. (2024)) has established that the number of available options is a crucial
factor determining whether agents can be expected to behave rationally.

2 De Jaegher (2020) shows that there are cases in which (i) multiple, say k, contributors are needed to produce the public good, (ii) in equilibrium
no contributor will come forward, and (iii) a positive equilibrium level of contributing can be restored by committing to produce the public good
only if at least k + 1 contributors come forward. This result can be seen as an instance of the multiple-volunteers principle.

3 Makris (2009), still maintaining complete information, characterizes the symmetric equilibria in the coordinated volunteers game where multiple
contributors may be required to produce the public good. Requiring multiple contributors implies that there exists an additional, unattractive,
equilibrium in which nobody contributes. Makris explores the conditions under which this equilibrium vanishes.

2
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agent. Our model could be extended to allow for the possibility that the public good is not provided at all, but given our preference
model, the wrong-agent threat is already a powerful incentive device.

Our preference model, in which a general affine function of the performing agent’s type determines the other agents’ payoffs, first
appears in Li et al. (2016). They restrict attention to settings with two agents, but—in contrast to us—allow preferences to be ex-ante
asymmetric across agents. The focus is on cheap talk rather than on mechanism design, where the receiver’s preferences correspond
to our planner’s objective. It is shown that in the receiver-preferred equilibrium, the precision of both agents’ communication is
increasing in each agent’s preference alignment with the planner.

An analysis of transfer-free mechanisms without the restriction to binary mechanisms can be found in Bhaskar and Sadler (2019).
There, the agents’ preferences for the allocation of a resource are partially aligned because of positive externalities. The setting is a
special case of the pleasant-task variation of our preference model, with the difference that in their setting, the task does not have to
be allocated. Bhaskar and Sadler (2019) identify an interesting class of mechanisms called bin-mechanisms, which partition the type
space into intervals (“bins”) and assign the task to the types in the highest reported bin. They also define non-simple (“better”) bin
mechanisms and show that one such mechanism is welfare maximizing among all transfer-free rules if the distribution of types is
uniform.

Closely related to the multiple-volunteers principle as a design element is the idea of a conditional volunteering strategy by an
individual agent. Schelling (2006) casts the idea of “volunteering if 20 others do likewise” (p. 95). In the context of public good
provision, with private values or complete information, Reischmann and Oechssler (2018) and Oechssler et al. (2022) allow agents to
send binding messages of the form “I am willing to contribute x units to the public good if in total y units are contributed”. They show
theoretically and experimentally that such conditional-contribution mechanisms are powerful tools for improving welfare. Earlier
contributions have proposed so-called provision point mechanisms as simple rules that can lead to increased public good provision
(Palfrey and Rosenthal, 1984; Bagnoli and Lipman, 1989). In these mechanisms, the cost of the public good acts as a threshold, as
the public good is provided only if the sum of contributions equals or exceeds its cost.

An important strand of literature that focuses on two actions in settings with (often) continuously distributed types is the literature
on voting over two alternatives, where each agent can only vote for either alternative (abstention may constitute a third action). This
literature presents many positive results for large population limits, concerning either full information aggregation (e.g., Feddersen
and Pesendorfer (1997), Krishna and Morgan (2011)) or first-best utilitarian welfare (e.g., Ledyard and Palfrey (2002), Krishna and
Morgan (2015)). These results are different from our limit result. Voting limit results typically rely on the law of large numbers, while
our result relies on bounds for tail probabilities of the Poisson distributions. This is because in the voting models, the planner’s (or
pivotal voter’s) optimal choice in a large population relies on some average of the individuals’ private information, while in our case
the identity of the agent with the maximum type is of interest.

Between our assumption that the public good must be provided now and the opposite assumption that it can be avoided lies the
possibility that the provision can be delayed. The possibility of delay naturally leads to a war-of-attrition game in which each agent
waits, or engages in some other costly search process, until someone agrees to provide the service. In a private values setting with
heterogeneous costs, such a volunteering game has been analyzed by Bliss and Nalebuff (1984). In equilibrium, the agent with the
lowest cost of providing the service is the first to volunteer, but substantial waiting costs may have to be incurred before a volunteer
is found.*

2. Model

A task of public interest must be assigned among a group of agents 1, ..., n, where n > 2. An allocation is a probability distribution
q=1(qy,--.,4,), where g, is the probability that agent j is assigned the task. Note that Z;l=1 g; = 1, that is, we assume that the task has
to be done by one of the agents.

2.1. Preferences and information

Each agent j € {1,...,n} is privately informed about her type ¢; € [f,,7]. Agents are symmetric from an ex-ante point of view.
Each agent’s type is independently distributed; the distribution function F is strictly increasing and continuously differentiable with
density F’ = f. We denote the expected type by 7 = fttL” tdF ().

If agent j performs the task, then her utility is #; and the utility of each other agent is at; + f, where a € R, and f € R are
agent-independent parameters of the utility function. Hence, if the allocation is ¢ = (g, ..., q,) and types are (¢, ... ,t,), then agent j’s
expected utility is given by ¢;; + X, ,; g, (at; + ). Note that cases with a = 0 (i.e., private values) are excluded.”

We assume that agents of all types prefer someone of their own type providing the service over doing it themselves:

Assumption 1.

t<at+pforalltelt,tyl (€))

4 See also Bilodeau and Slivinski (1996) for a related model with complete information. See Klemperer and Bulow (1999) for a general approach
to war-of-attrition games, and see LaCasse et al. (2002) and Sahuguet (2006) for more special extensions.

5 In the private-values case (« = 0), only the uniformly random allocation of the task is incentive compatible under Assumption 1. Our setting
includes arbitrarily close approximations of the private values case.
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This means that finding a volunteer for the task is indeed difficult, or put differently, that the task is unpleasant.® Different applications
of the model correspond to specific values and interpretations of the parameters « and g.

Heterogeneous ability. The model captures situations in which the opportunity cost of performing the task is the same for all agents,
but each agent is privately informed about her ability to perform the task. An agent’s ability type ¢ then equals the benefit created
for each agent in the group if the agent is selected, so that in this application « = 1. All agents prefer to select a more capable agent,
but the selected agent also has to bear an opportunity cost of f. Assumption 1 means that the opportunity cost of providing the task
is positive, f > 0. Other values for « are obtained by allowing an agent’s cost to depend on her ability.

Altruism and heterogeneous cost. Another interpretation of the model is that the agents differ in the cost of providing the service, have
identical abilities, and are at least somewhat altruistic in the sense that they feel bad if someone else has to incur a cost for their
benefit. In this case, we may think of the ability or benefit as being normalized to 0 and the provision cost being — > 0 for an agent
of type ¢, leading to parameters f = 0 and 7;; < 0. The parameter a > 0 measures the degree of altruism. Assumption 1 means that the
utility function places higher weight on own payoff than on others’ payoffs, a < 1.

2.2. Anonymous binary mechanisms and volunteering

A social planner (or the group of agents themselves) commits to the rules of a mechanism to allocate the task among the agents.
We are interested in symmetric equilibria of anonymous mechanisms that allow only two messages (or actions).” There can be a third
option to reject the mechanism. We assume that if any agent rejects the mechanism, each agent receives an outside payoff that is
equal to the payoff from (uniformly-)random assignment, by which we mean that the task is always assigned with equal probability
to any agent. It could for example be the case that in the event that not all agents agree to participate in the mechanism, someone
from the group is picked at random and forced to perform the task by a third party. Since we will show (in Section 3.3) that in any
equilibrium of any mechanism each type of agent is at least as well off as in the uniformly-random assignment, we can as well take
the agents’ participation in the mechanism for granted.

An anonymous binary mechanism is characterized by two properties. The first is that the agents simultaneously choose between
two actions, denoted by “Y” and “N”. The second is that the allocation depends only on the number of Y-players (rather than on
their identities), such that each Y-player is chosen with equal probability and each N-player is chosen with equal probability. Such
a mechanism is hence characterized by a list

=P s Ppet)s

where for all j = 1,...,n — 1, the number p; € [0, 1] denotes the probability that the task is assigned to a randomly selected Y -player
if there are j Y-players; with probability 1 — p;, it is assigned to a randomly selected N-player if there are j Y-players.

For example, the uniform-assignment rule is given by p; = j/n for all j; this mechanism induces the uniformly-random allocation
q= (i, . %) independently of the agents’ actions. The any-volunteers rule is defined by p; = 1 for all j = 1,...,n — 1. If the number of
Y -players is O or n, any mechanism allocates the task randomly among all agents. We use the definitions p, = 0 and p, = 1 for the
probability that the task is assigned to one of the Y-players in these cases.

Commitment to the mechanism implies that once the task is allocated to an agent by the mechanism, performing the task is not
voluntary for that agent. We define volunteering in our setting as taking an action in the mechanism that in expectation leads to being
selected for the task with a probability weakly higher than 1/n. A non-volunteering agent is not protected against having to do the
task, but will have to do it with a probability less than 1/n.

2.3. Equilibria
Given any mechanism p = (p,, ..., p,_,), @ Symmetric strategy profile is characterized by a function ¢ that determines the strategy

for each agent, where o(r) denotes the probability that type r € [¢;,1,] plays Y. Given any symmetric strategy profile ¢, the ex-ante
probability that a given agent plays Y is denoted by

¥(o) =/0'(t)dF(t).
The resulting expected type of a Y-player is denoted by

ty(o) = L / octdF () if y() >0,

¥(0)
and of an N-player by
1 .
t o—):—/(l—o’t))tdFt) if y(o) < 1.
N ) ( ( B4

6 The opposite case of a pleasant task is discussed in Section 7.4.
7 This assumption is discussed in Sections 7.1 and 7.2.
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The expected benefit that accrues to every other agent if the task is assigned to an «-player is denoted by
u,(c)=at,(c)+p fora=Y,N.

The (interim) expected utility U’ (, t) of any type-t agent who takes action a and anticipates that the other agents will use the strategy
o is

n—1 .
+t
Uyo.n = Y, Bﬁ(j,l)(j)<p,-+1 M;% + —p,-+1)uN(a)>, 2
=0
n—1
—j-1 +1
Ut = 3 B30 (o) + 1 - p LD LD, 3)
=0

Using the binomial distribution, B;’l( j) = (";l)(l —y)"~1-7y/ denotes the probability that, from the point of view of the given agent,
j of the n — 1 other agents choose Y, given that each of them chooses Y with probability y. The function ¢ is a symmetric equilibrium
in a mechanism p if the following implications hold for all types t:

if 6(1) > 0 then U (6, 1) — U} (6,1) 2 0,
if o(r) < 1 then U{ (0,1 = Uy (6,1) < 0.

2.4. Goals: Guaranteed improvement, ex-ante utility maximization

The paper has two interdependent goals. First, we would like to identify mechanisms that can guarantee an improvement over
the benchmark of the uniform-assignment rule. We say that a mechanism has the guaranteed-improvement property if, for all type
distributions F and all values of the preference parameters « and g, there exists an equilibrium such that all types of agents obtain a
strictly higher (interim) expected utility than in the uniform-assignment rule.

Second, we consider a planner who across all mechanism-equilibrium combinations (p, ¢) maximizes each player’s ex-ante expected
utility

/ max{Uy (c,1), U} (o, )}dF ().

Note the different natures of the two goals. The guaranteed-improvement property refers to an interim Pareto-comparison —no welfare
function is maximized there. Also, the guaranteed-improvement property has a robustness flavor in the sense that the mechanism
is fixed across all parameter constellations, whereas for the second goal, the planner takes a parameter constellation as given and
maximizes across mechanisms. The two goals are related because the proof of our characterization of welfare-maximizing mechanisms
relies on already knowing that some mechanism improves upon the uniform-assignment rule.

3. Preliminary results

In 3.1, we introduce four auxiliary functions that are central to simplifying our analysis. In 3.2, we introduce the convention that
the message Y is the volunteering action. In 3.3, we show that we can restrict attention to equilibria in partition strategies, and we
explain why we can take the participation of the agents for granted. Proofs are relegated to the Appendix.

3.1. Auxiliary functions

The agents’ expected utilities can be expressed in terms of four functions, Ay, hy, gy and g, . Taking the point of view of a given
agent who has chosen an action (Y or N), the functions ¢y and g, describe the probability of personally getting assigned the task,
and the functions sy and A, describe the probability that someone in the group of Y-playing agents gets assigned the task.

Let y € [0, 1] denote every other (i.e., not the given) agent’s probability of playing Y. Given any mechanism p = (p, ..., p,_;), the
probability that anyone of the Y-playing agents is selected for the task, conditional on the event that the given agent chooses action
a=Y,N, is denoted h’(y), i.e.,

n—1
W)=Y, By (s )
j=0
and
n—1
W) = Y B (G)py (5)
Jj=0

The probability that the given agent is selected for the task if she chooses action a = Y, N is denoted ¢/(y), i.e.,
n—1
TROED: )

Jj=0

Pj+1
j+1

(6)
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and
n—1
a0 =Y Bl

J=0

l-p;

n—j

@

We drop the upper index p whenever the mechanism is clear. As an example, consider these functions for the case of the uniform-
assignment rule. Here, gy () = qy(») = 1/n and, from the point of view of a given agent, the expected number of other Y-players is
equal to y(n — 1). By playing Y, the agent adds in herself. Thus,

D

and hy(y) = Y(n—_ in the uniform-assignment rule. (8)
n

1 -1
hy(y) = #

Some algebraic relations between the auxiliary functions hold independently of the underlying mechanism and are particularly useful.
First, the ex-ante probability that any given agent is selected can be written as

yay ) + (1 =Ygy = % for all y € [0, 1]. 9)

Hence, gy can be expressed in terms of g, . Second, a simple formula is available for expressing ¢, in terms of hy, and h . To see it,
note that the probability that the task is assigned to a Y-player can be expressed in the form yhy + (1 — y)hy. Alternatively, the same
probability can be expressed in the form nyq, because every Y-playing agent is selected with the same probability. Thus,

nyqy(y) = yhy(y) + (1 — p)hy(y) forall y € [0,1]. (10)

Third, for the derivatives of ¢, and ¢, we have the formulas
1
gy () = ;(hy()’) —hy(») —gy(y)) and (1)

G O) = 5w O) = )+ ay) forall y € ©.1). (12)

The proof of these formulas, which relies on well-known properties of Bernstein polynomials, is relegated to the Appendix.
3.2. Interpreting action Y as volunteering

For any mechanism, we can construct an equivalent mechanism by switching the labels of the actions Y and N. Formally, any
mechanism p' = (p,, ..., p,_,) is equivalent to the mechanism p = (1 — p,_;, ..., 1 — p;) in the following sense: for any action profile in
{N,Y}" that is played in mechanism p’, if the action of every agent is changed, the new action profile induces the same allocation
in p as was induced by the original action profile in p’. As an immediate consequence, a strategy ¢ is a symmetric equilibrium in p if
and only if 1 — ¢ is a symmetric equilibrium in p’.

By switching to an equivalent mechanism if necessary, we can restrict attention to mechanism-equilibrium combinations (p, o)
such that playing Y leads to a weakly higher probability of getting assigned the task than playing N. We will maintain this restriction
throughout the paper. Formally (cf. (9)),

20D < & < (o). (13)

Accordingly, we call the action Y “volunteering” and the action N “non-volunteering”.
For illustration, consider the mechanism p’ = (0, ...,0). In this mechanism, the task is assigned to the non-volunteers unless all
n agents volunteer; we call this the all-volunteers rule. By switching the labels of the actions Y and N, we obtain the equivalent
mechanism p = (1, ..., 1); i.e., the any-volunteers rule. It is straightforward to show that
(1 -yt 1-(1-y"

1
ah) = —— << . qp(y) forallye(0,1]. a4

Thus, in any equilibrium in the any-volunteers rule the message Y can be interpreted as volunteering. The opposite is the case in the
/ /
all-volunteers rule because g4 (1 — y) = ¢},(y) and ¢}, (1 — y) = ¢4, (3).

3.3. Partition strategies and participation

Using the auxiliary functions, the agent’s expected utility from playing Y or, resp., N, in any mechanism p can be conveniently
written as

Uy(o,1) = qy -t +(hy — q)uy + (1 = B uy, (15)
UR(o,t) = qfy -t + huy + (1= hY, — g} uy, (16)
where we have omitted the argument y(c) for the functions on the right-hand side. The first term in these expressions captures the
payoff that arises from the event that the agent is selected herself, the second term captures the payoff in the event that the task is

performed by a Y-player (other than the agent herself), and the third term captures the payoff in the event that the task is performed
by an N-player (again, not including the agent herself).
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Throughout our analysis, it will be crucial to distinguish mechanism-equilibrium combinations in which an agent’s probability to
be assigned the task is independent of her action (i.e. gy = gy) from combinations where it is not (i.e. gy < gy). To understand why,
consider the expected payoff gain from volunteering for an agent of type r who expects all others to play according to some strategy

U’
Uy(o,t) = Up(o,1) = (gy — qN)(t—uy)+ (hy —hyn —an)(uy —uy). 17)

This difference is independent of the agent’s type ¢ if g = gy, and it is strictly increasing in the type if gy < gy. In the latter case, it
follows that a player’s best response to any strategy, and hence any equilibrium strategy o, is a partition strategy, that is, there exists a
cut-off type 7 € [t;,1] such that ¢(t) = 0 for all t < 7 and 6(r) = 1 for all 7 > 7. If instead g, = gy, the equilibrium does not have to be
a partition strategy, but any such mechanism-equilibrium combination is payoff-equivalent to the random-assignment rule and thus
can also be implemented with a partition strategy.

Lemma 1. In any mechanism-equilibrium combination (p, o) with qj’v (o)) = q’; (¥(0)) or y(6) =0 or y(c) = 1, all types of agents obtain
the same expected utility as in the uniform-assignment rule.

To deal with the case g5 < gy, we introduce more notation concerning partition strategies. We identify any partition strategy
o with the Y-playing probability y(c). Given any partition strategy y € [0, 1] and defining the cut-off type #(y) = F~!(1 — y), we can
calculate the expected type of a volunteer and a non-volunteer, respectively, as

ty(y) = Elt|lt 2 i(y)] and 15(y) = E[t]t <i(y)].

We define the continuous extensions ,(0) =t and 7, (1) = ¢;. It holds that ¢, (y) > 75 (»). Since a > 0, volunteers create a higher
expected benefit than non-volunteers,

uy(y) =aty(y) + > aty(y) + f = un©®). 18)

Since in equilibrium any volunteering type has a larger than average type, a revealed-preference argument yields a clearcut payoff
comparison with the uniform-assignment rule.

Lemma 2. In any mechanism-equilibrium combination (p, o) with q”N (¥(o)) < q;,’ (¥(0)) and 0 < y(o) < 1, all types of agents obtain a strictly
higher expected utility than in the uniform-assignment rule.

As for the agents’ participation decisions, we assume that the uniform-assignment rule is used as a default rule if at least one
agent rejects the mechanism. We also assume that each agent decides about accepting or rejecting the mechanism given her own
type. Thus, taken together, Lemma 1 and Lemma 2 justify the agents’ participation in any mechanism.

For later use, note that an interior partition strategy y € (0, 1) is an equilibrium in a mechanism p if and only if the cut-off type
f(y) is indifferent between the two actions, that is,

A’(y) = 0 where A(y) = Up (3. 7(»)) = U3, (9, {(»). 19
4. Improvements over the uniform-assignment rule

In this section, we introduce a particular class of anonymous binary mechanisms, i-volunteers rules, that are central to the paper.
We show that most, but not all, i-volunteers rules satisfy the guaranteed-improvement property. The existence of mechanisms satis-
fying the guaranteed-improvement property also serves as a preparatory step for Section 5, where we show that the solution to the
planner’s problem always involves an i-volunteers rule.

Definition 1. Foranyi=1,...,n— 1, a mechanism (p,, ..., p,_) is called an i-volunteers rule with threshold i if p; > 0, p; = 1 for all
j>i,and p; =0forall j <i.

In an i-volunteers rule, each agent anticipates that volunteering puts her in a lottery box together with the other volunteers if
there are more than i volunteers in total. If the required number of i volunteers is not reached (or, put differently, the number of
non-volunteers exceeds n — i), then all volunteers are released from the task and the non-volunteers are put into a lottery box. We call
such an i-volunteers rule pure if p; = 1. If p; < 1, the required number of volunteers is i with probability p; and i + 1 with probability
1 — p;, which is determined after agents have made their choices.

In an i-volunteers rule, playing Y can be interpreted as an act of conditional volunteering: volunteering if enough others do
likewise. Volunteers know that they will only be assigned the task if there are at least i — 1 other volunteers. If the number of other
volunteers equals i — 1, then the agent is pivotal, i.e., her own action choice has an impact on whether the task is assigned via a lottery
among the volunteers or via a lottery among the non-volunteers. A lower threshold hence increases the probability that a volunteer is
assigned the task, but this does not mean that the threshold should always be set as low as possible: a higher threshold may increase
the probability that an agent is pivotal for the selection of a volunteer and can therefore increase the volunteering rate.

With this definition, the any-volunteers rule is a pure 1-volunteer rule, i.e., it has threshold 1 and p; = 1. The uniform-assignment
rule is an i-volunteers rule only if the group consists of two agents, with threshold i = 1 and p; = 0.5. In larger groups, the question
arises whether an i-volunteers rule can always guarantee an improvement over random assignment. This question will be addressed
next.

Remark 1. The any-volunteers rule does not have the guaranteed-improvement property: an equilibrium outcome different from
the uniform-assignment rule exists if and only if a7 + g < 1.
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The intuition behind this result is as follows. The inequality af + f < t;; means that any agent with a sufficiently high type prefers
to do the task herself rather than letting a different agent with an average type do it. In the any-volunteers rule, this is exactly the
trade-off faced by a high-type agent who believes that no other agent will contribute: switching her action from non-volunteering to
volunteering raises the probability that she herself gets assigned the task by 1 — 1/n and reduces, by the same amount, the probability
that a non-volunteer other than herself (i.e., an agent of average type) is selected. Thus, volunteering is optimal if and only if the
inequality in the remark holds. For a formal proof of Remark 1, we refer the reader to Theorem 5 in Section 7.3 which includes
Remark 1 as a special case.

The result that the any-volunteers rule does not have the guaranteed-improvement property provides a counterpoint to Theorem 1
below, which shows that the property holds for rules with larger thresholds. We call an i-volunteers rule a multiple-volunteers rule if
it is sufficiently different from the any-volunteers rule (and its mirror rule, the all-volunteers rule).

Definition 2. An i-volunteers rule (p,, ..., p,_;) is called a multiple-volunteers rule if p; < 1/nand p,_; > 1 —1/n.
This condition is satisfied for any i-volunteers rule with 2 < i < n — 2. A multiple-volunteers rule exists if and only if n > 2.
Theorem 1. Any multiple-volunteers rule has the guaranteed-improvement property.

The fact that the guaranteed-improvement property holds for multiple-volunteers rules, but not for the any-volunteers rule, sup-
ports the heuristic that multiple volunteers should be asked to come forward even when a single volunteer is enough for the task; we
call this heuristic the multiple-volunteers principle.

Note the strength of the conclusion of Theorem 1: the strict interim-improvement over the uniform-assignment rule holds at all
preference parameters a and f that satisfy the assumptions of our model, including values of « that are arbitrarily close to 0 and
arbitrarily large f. In particular, in the heterogenous-ability interpretation of the model, an improvement can be achieved even if the
opportunity cost of providing the task is much larger than its individual benefit.

The conclusion of Theorem 1 is strikingly different from the situation in settings of pure private values. There each agent only
cares about her personal probability of getting assigned the task. In such settings, no type-specific incentives can be provided without
monetary transfers, so that the uniformly-random allocation obtains always.

To prove Theorem 1, we fix a multiple-volunteers rule p = (p,, ..., p,_;) and drop the argument p from all functions. The proof
proceeds by showing that the maximal element j of the set {y € [0,1] | A(y) = 0}, which is an equilibrium because A(y) = 0, satisfies

0<j<1 and ¢y()> L. (20)
n

From this, the theorem is immediate because Lemma 2 can be applied.

Note first that for any multiple-volunteers rule, the all-volunteering strategy y = 1 is never an equilibrium. If an agent who expects
all other agents to volunteer also volunteers, then she expects the task to be assigned to a volunteer with probability 4y (1) = 1 and to
herself with probability gy (1) = 1/n. If instead the agent does not volunteer, she expects the task to be assigned to a volunteer with
probability 4, (1) = p,_; and to herself with probability g5 (1) = 1 — p,_;. Plugging these values into (19) yields that

1 -
A(l) = (; —1+4+p,_ )t —at = p).
The first factor on the right-hand side is > 0 in any multiple-volunteers rule, while the second is negative by Assumption 1. Thus,
A(1) <0, (21)

contradicting equilibrium.

To show (20), we have to study the functions gy and A. The shape of A depends crucially on 4y — Ay, which captures the impact
of an agent’s switch from non-volunteering to volunteering on the probability (computed from the switching agent’s point of view)
that the task gets assigned to a volunteer. Fig. 1 illustrates these expressions as functions of the volunteering rate.

In two technical lemmas, which are proved in the Appendix, we establish qualitative properties of the relevant functions that are
illustrated in Fig. 1.8 First, the specific form of a multiple-volunteers rule implies that i, — hy is quasi-concave, i.e., first strictly
increasing and then strictly decreasing.

Lemma 3. For any multiple-volunteers rule, there exists y*™ € (0, 1) such that, for all y € (0,1), (hy — hy)'(y) > 0 if y < y*", and (hy —
hyY () <0if y >y

Recall from (11) that the function gy is increasing where it is below the function sy — 2y and decreasing where it is above that
function. The intersection points of ¢, and hy, — hj are the same as the critical points of g, . Our second technical result is that there
exists only a single such intersection point, which must be a maximum of g,,.

Lemma 4. For any multiple-volunteers rule, there exists y"! € (0, 1) such that, for all y € (0, 1), hy(y) — Ay (¥) > gy () if y < y"! and
hy() = hy(») < qy(y) if y > ymL.

8 The functions can take more complex shapes than in the example of Fig. 1. In particular, the function A can have more zeros. Moreover, while
in Fig. 1 it is true that $ < y™!, this inequality can be reversed, such as when g = 0.1 and all other parameters are the same as in the figure.

8
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1 hy (y) — hn(y)

_— av (y)

S

@ 4

Fig. 1. The diagram illustrates the quasi-concavity of ¢, and h, — hy as well as existence of a partition equilibrium strategy y with A(y) = 0 and
gy(») > 1/n for an example with n =5 agents and the pure 2-volunteers rule. The type of each agent is uniformly distributed on [—1,0] and the
preference parameters are a = f§ = 1.

This single-crossing property implies that gy is quasi-concave, increasing up to the point y"! € (0, 1), then decreasing. Intuitively,
in a multiple-volunteers rule, by volunteering an agent reduces her personal selection probability if the others’ volunteering rate is
sufficiently low, and otherwise increases it.

The crucial point of comparison is the agent’s ex-ante selection probability 1/», marked as a horizontal line in Fig. 1. At y =0,
i.e., if nobody else volunteers, a volunteering agent expects to be selected with probability p,. Thus, ¢y (0) < 1/n for any multiple-
volunteers rule, that is, at the point 0 the function gy is below the 1/n-line. On the other hand, at y = 1, if everybody else volunteers,
then volunteering herself puts the agent in a lottery box with everybody else, that is, gy (1) = 1/n. Quasiconcavity of ¢, then implies
the existence of a unique volunteering rate y where the function gy crosses the 1/n-line from below.

At y, because an agent’s action has no impact on her own selection probability, the benefit from volunteering is equal to

A@) = (hy(3) = hy() - %)(My(ff) —un(). (22)

Note that at the point j, gy is increasing, which means hy (¥) — hn(§) > 1/n, establishing that A(y) > 0. Hence, it must be true that
qy(9) > 1/n at the last point j where the function A crosses the y-axis. Note that such a point exists because of the intermediate value
theorem and (21). This shows (20) and completes the proof of Theorem 1.

5. Solving the planner’s problem

Now we turn to the planner’s problem of solving for the ex-ante optimal anonymous binary mechanism. Before presenting our
main characterization result in 5.2, we solve in 5.1 the planner’s problem without equilibrium constraints.

5.1. The first-best benchmark

Consider a planner who is restricted to anonymous binary mechanisms, but can prescribe any strategy, to be used by all players.
The planner seeks a mechanism-strategy combination that maximizes each agent’s ex-ante expected utility. Given any mechanism p
and any strategy o, a volunteer is selected with probability n y(a)qf,(y(a)) and a non-volunteer with probability n(1 — y(o-))qfv( y(0)).
Thus, the expected type of the selected agent is

W (o) = ny(o)qy (y(o)ty (o) + n(l = y(6))gh, (¥(0))t 5 (). (23)
Each agent is selected with probability 1/x. This implies the ex-ante expected utility
1 1 1
(= +1==)a)W?(0)+ (1 - =)p.
n n n

Since a > 0, the planner’s objective boils down to maximizing the welfare objective W’ (). In terms of our two leading interpretations,
this means that the planner maximizes the expected ability or minimizes the expected cost of the selected agent.

Binary-first-best problem: ~ max = W?P1Pr-1(g)

pl...,p,,_l,a
st. 0<p; <1 (=1L..,n-1),
0<e® <1 (et ty).

In the theorem below we characterize the binary first-best and show that it cannot be reached in equilibrium, due to the free-riding
problem that is present in our model.
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Theorem 2. The solution to the binary-first-best problem involves the any-volunteers rule (1,...1) and a partition strategy y** with
W L-Dy (y**) = 0.9 The binary first-best cannot be obtained as an equilibrium of any anonymous binary mechanism.

The details of the proof are in the Appendix. The first part is straighforward because a partition strategy is the best way to split
the type space, and one volunteer is enough for the task. To see the second part, that the binary first-best cannot be attained in
equilibrium, we consider any mechanism p together with any partition strategy y and establish a formula for the welfare effect of
marginally increasing the volunteering rate y:

%(W” ) () = AP () + (a7 () — af, MN@i(Y) + B = 1(»)). (24

This formula—which we will also use as a tool towards characterizing the binary-second-best in Theorem 3 below—captures how the
misalignment between the planner’s welfare goal and an agent’s equilibrium condition depends on the strength of the marginal type’s
free-riding incentive. Now take p to be the any-volunteers rule and evaluate (24) at a binary first-best partition strategy y = y**, which
satisfies (W*)'(y**) = 0 and q”j(y**) - qi] (»**) > 0 as computed in (14). One then sees that the equilibrium condition A(y**) = 0 could
only be satisfied if there was no free-riding incentive, af(y**) + # = #(y**). Hence, social welfare and individual incentives would only
be aligned if g = 0, which in the heterogeneous-ability interpretation means zero volunteering cost, and « = 1, which in the altruism
interpretation means that the other agents fully internalize the cost imposed on the selected agent. This case is, however, ruled out
by Assumption 1. This completes the proof of Theorem 2.

An entirely unrestricted planner would always assign the task to an agent with the highest type among all agents in the group.
Given that a continuum of types exists, this first-best solution can obviously not be reached exactly in the binary first best. But, as
we will show later, in a large group it can be approximated arbitrarily closely even in the binary second best.

5.2. The planner’s second-best problem

We now consider a planner who maximizes each agent’s ex-ante expected utility across all symmetric equilibria of anonymous
binary mechanisms.
Given any mechanism p and partition strategy y € [0, 1], the expected type of the selected agent (cf. (23)) can be written as

WP (y) = nygy Mty () + n(1 = »)gh My (). (25)
This leads to the

Binary-second-best problem: max WP(y)
p=(P1--sPp=1)-y

st. 0<p; <1 (=1l...,n-1),
0<y<l,
Af(y) =0,
) < gy O).

Relative to the binary-first-best problem, the new constraints are the restriction to partition strategies y, the equilibrium constraint
A(y) =0, and the constraint g5 (») < gy(»). The new constraints are justified by the results in Section 3.3. Here is the main result in
this section.!?

Theorem 3. Let n > 3. Any solution to the binary-second-best problem involves an i-volunteers rule for some threshold i € {1,...n— 1}.

The result focuses on groups of a least three agents; with n = 2 agents, the any-volunteers rule is always optimal.'!

This result reveals the structure of the optimal mechanism. It does not characterize the optimal value of the threshold i; this
value will depend on the exogenous model parameters. However, we can say a bit more. First, the results in Section 4 imply that
one prominent i-volunteers rule—the any-volunteers rules—will often be sub-optimal. Second, the results in Section 6 imply that
i-volunteers rules with arbitrarily large thresholds i will be optimal as the group size n becomes large.

We prove Theorem 3 in two steps. The first step is to identify a relaxation which expresses that the planner could not gain if she
was allowed to give the cut-off type a strict incentive to volunteer. Formally, any solution to the binary-second-best problem also
solves the relaxed problem in which the constraint A?(y) = 0 is replaced by the inequality A?(y) > 0. This follows from the free-riding
incentives in our model as expressed in (24).

9 For example, if there are only two agents, the first-order condition simplifies to #(y**) = 7, that is, in the optimum the marginally volunteering
type is the expected type.

10 The result extends to settings in which each agent’s type space is binary. In such a setting, by the revelation principle, the binary-action restriction
entails no loss of generality, implying that an i-volunteers rule is utilitarian optimal among all transfer-free mechanisms.

11 Let n = 2. Given any mechanism p = (p,), it is straightforward to verify that A?(y) = (p, — 1/2)({(y) — (af + §)). Since ¢, — (af + f) < 0 because of
Assumption 1, a partition equilibrium y with 0 < y < 1 exists if and only if #;; > a7 + g. If this condition holds, the any-volunteers rule is optimal
with #(y) = af + B. The any-volunteers rule yields a strict improvement over random assignment in this case, but compared to the first-best cut-off 7,
fewer agent types volunteer. If 7; < af + f, then only a uniformly-random allocation is possible. In this case, any rule is optimal.

10
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As for the second step, because some improvement over the uniformly-random assignment is possible by Theorem 1, the constraint
qfv ) < qg(y) is not binding at the optimum. Fixing the optimal volunteering rate y* in the relaxed binary-second-best problem, we
consider the Lagrangian first-order conditions with respect to the rule-defining probabilities p,, ..., p,_;. Using the non-negativity of
the Lagrangian multiplier of the constraint A’(y) > 0 together with the stochastic independence of the agents’ types, the optimality
of an i-volunteers rule follows. The details are in the Appendix.

6. Volunteering in a large group

In this section, we consider a large group of agents and show that the first-best welfare level can be approximated arbitrarily
closely.!?

Theorem 4. As the group size n converges to infinity, the binary-second-best welfare level converges to the first-best limit welfare level t ;.

This result is important because it shows that binary mechanisms, although being very simple with just two possible actions for
each agent, are sufficient to approximate the first best in a large group. The reason a binary mechanism may be good enough is that
the information to be extracted from the agents is binary as well: each agent is essentially asked whether or not her type is close to
the highest feasible type. The non-obvious feature is that there exists an i-volunteers rule and an equilibrium in which it becomes
almost certain that at least i volunteers will come forward if the population is sufficiently large.

We do not use the any-volunteers rule in this construction. The any-volunteers rule implements the binary first best (Theorem 2).
But once we take the equilibrium conditions into account, the any-volunteers rule is in many cases not better than a random assignment
no matter how large the population of agents (Remark 1). Instead, our construction involves i-volunteers rules with large thresholds
l.

To prove Theorem 4 (for details see the Appendix), it is sufficient to focus on pure i-volunteers rules. As an intermediate step, we
focus on the large-population limit behavior in any i-volunteers rule with a given i above some lower bound (Lemma 5). Any such
i-volunteers rule sustains non-vanishing (per-capita) welfare improvements over the uniform-assignment rule in the large-population
limit, although none of these rules becomes fully efficient in the limit. This leaves open the possibility that the planner can approximate
the first best in a large population by increasing the threshold i beyond any bound. In the proof of Theorem 4, we then confirm this
approximation, using the Chernoff bounds for tail probabilities of Poisson random variables. The conclusion that in a large population
it is optimal to require that many volunteers come forward provides additional support for the multiple-volunteers principle.

Lemma 5 refers to an i-volunteers rule where the threshold i exceeds some lower bound (27) that depends on the preference
parameters « and # and the type distribution F. For any such rule and appropriate equilibrium sequence, we compute the large-
population limit of the expected number of volunteers (28) and the limit welfare (29). The limit welfare is strictly larger than 7, the
welfare from the uniform-assignment rule. In other words, the welfare improvement from using an i-volunteers rule does not vanish
in the limit.

A central role is played by the Poisson distribution. For any z > 0, let

J
Pois(z)(j) = ¢7* =
J:

denote the probability of the realization j = 0, 1, ... according to the Poisson distribution with mean z. The corresponding hazard-rate
function is

RPOISE) () = Pois()()  _ 1 ) (26)
00 . k—
Zk:j POIS(Z)(/() j! ZZO=] zk!!
Lemma 5. Consider a pure i-volunteers rule p' with threshold
ty+pf—t
S Mut Pty @27)
aty —1)
For any group size n > i, there exists a partition equilibrium y, such that as n — oo, the expected number of volunteers
is(z* tgy+p—1t
ny, = z*, where iP5 (i) = w. (28)
ia(ty —1)
For the welfare evaluated at rule p' and equilibrium y,,
W (3,) = T+ 1y = 1) Y, Pois(z")(). (29)

J=l
The lower bound (27) on i guarantees that the right-hand side in (28) is less than 1, so that the Eq. (28) has a solution z*. Moreover,
z* is uniquely determined by (28) because the hazard-rate hP°5(2)(j) is strictly decreasing in the mean z.
The intuition behind Lemma 5 is as follows (for proof details see the Appendix). First, recall that the Poisson distribution is the
limit of binomial distributions as the number of draws grows large and the expected number of successes stabilizes. Thus, if the

12 Note that, in a large group, each agent’s ex-ante expected utility is essentially given by aW + g, where W is the welfare defined in (23). Thus,
the limit welfare statement apply equally in terms of ex-ante expected utility.

11
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expected number of volunteers converges to some z*, then the number of volunteers in a large population approximately follows a
Poisson distribution with mean z*. In the following we will explain the equation (28) from which z* can be computed. In a large
group, each agent will volunteer with a small probability, that is, the marginally volunteering type is approximately equal to 7. Her
decision to volunteer is pivotal for assignment to a volunteer if exactly i — 1 other agents volunteer, which happens with probability

Pois(z*)(i — 1) = Z’;*Pois(z*)(i).

In this event, the marginal agent’s decision to volunteer implies that the task will be assigned to a top type rather than to an average
type, yielding an additional benefit of approximately a(t;; — 7).

Any given agent’s payoff, however, is also affected by the probability that she is selected herself for the task if she volunteers. In
a large population, this probability is approximately equal to

2. Pois(z")()

jzi-1

1 1 kg
e mes(z Q). (30)
J=t
In this event, the agent’s payoff will be determined by her own type rather than by the benefit provided by someone else, contributing
a payoff loss of approximately aty + g — 1 for the marginal type. Overall, the marginal type’s payoff gain from volunteering is
approximately equal to

P e e B
—Pois()Dalty 1) - = Y Pois(z*)(j)aty + B —ty). (31)

j2i

This is equal to zero because the marginal type is indifferent between volunteering and not volunteering, yielding (28).'3

7. Discussion
7.1. Asymmetric equilibria

We focus on symmetric equilibria because of their simplicity and because coordination on an asymmetric equilibrium is difficult
in a symmetric environment. In an asymmetric equilibrium, the agent’s cutoff type #; can depend on the agent’s identity j. Thus,
the conditions for equilibria with interior cutoffs boil down to a system of n equations rather than one equation as in our analysis.
There can also exist equilibria with cutoffs at the boundary so that some agents always contribute and others never do. For a class
of examples, consider the pure k-volunteers rule with 2 < k < (n + 1)/2. Suppose that az + > t; so that even the highest-type agent
prefers to let the task be done by another agent of average type. Then there exists an equilibrium in which the agents j = 1,... .k — 1
use a partition strategy with cutoff type 7; = 7, so that they volunteer for sure, while the remaining agents j = k, ..., n use a partition
strategy with cutoff type 7; = r;; so that they never volunteer. Note that no agent j < k — 1 will ever be selected for the task. If she
deviates and plays N, then she must sometimes do it herself without improving the type selection if somebody else does it. Any agent
j = k will be selected for the task with probability 1/(n — k + 1). If she deviates and plays Y, then she does it herself with probability
1/k, without improving the type selection if somebody else does it. Because 1/(n — k + 1) < 1/k, she does not want to deviate. This class
of asymmetric equilibria leads to no improvement over the random-assignment rule. On the other hand, in a symmetric equilibrium
an improvement over the random assignment is possible by Theorem 1.

The example suggests that asymmetric equilibria tend to be less efficient than symmetric equilibria. Replacing an agent-
independent intermediate cutoff type 7 with small cutoff types for some agents and large cutoff types for others means that the
task allocation will eventually depend more on an agent’s identity and depend less on her type, thus reducing overall efficiency.

7.2. Restrictions of the mechanism

In this section, we discuss the restrictions of the class of mechanisms that we consider. First, our results also hold in settings
in which each agent’s type space is binary. In such a setting, by the revelation principle, the restriction to symmetric equilibria of
anonymous binary mechanisms entails no loss of generality, implying that an i-volunteers rule is utilitarian optimal among all transfer-
free mechanisms.'* From this perspective, our results simply show that the mechanisms that are optimal among all mechanisms in
settings with a binary type space continue to be optimal in the restricted set of binary mechanisms when the type space is continuous.

13 In the case i = 1, we can make a connection to the literature on of public-good provision with complete information. Bergstrom and Leo (2015)
define the coordinated volunteer’s dilemma as the game in which, similar to the any-volunteers rule, the task is performed by a randomly selected
volunteer if and only if at least one volunteer comes forward; if nobody volunteers, then the task is not performed at all. The task has a commonly
known provision cost ¢ and a commonly known benefit b to each agent; they consider symmetric equilibria in mixed strategies. As shown by
Bergstrom and Leo (2015), in their setting formulas analogous to those in Lemma 5 for the heterogenous-ability case (i.e., « = 1 and f = ¢) hold if
ty — 1 is replaced by b. This is intuitive because, in our model, the social benefit of the volunteering decision of the marginal type is that the task is
done at highest quality, ¢,,, rather than average quality, 7. The lower bound for the threshold i in Lemma 5 is then satisfied for the any-volunteers
rule (i = 1) if 1 > ¢/b, implying that a sequence of equilibria with a strictly positive limit for the expected number of volunteers exists if ¢ < b.

14 Any mechanism that is not anonymous can be transformed into a symmetric game by uniformly randomizing the roles among the players before
the game starts.

12
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Our focus on binary mechanisms is motivated by their simplicity. In situations where a volunteer is needed and payments are
not used, simplicity is often a very important property of a mechanism. We have shown that binary mechanisms, in spite of their
simplicity, are quite powerful. Efficiency could be increased with more than two messages, but the absence of transfers would still
preclude a first-best allocation.'®

An entirely different approach to reduce the complexity of the agents’ strategic considerations would be a restriction to dominant-
strategy or ex-post incentive-compatible mechanisms with arbitrary action spaces. But this only leaves the possibility of random
assignment.

Remark 2. The only ex-post incentive-compatible (EPIC) task-assignment rule is the one that induces the uniformly-random allo-
cation for all type profiles.

The proof of this result is relegated to the Appendix.®

To better understand the limits of the restriction to binary messages, we next consider the question whether something can be
gained if we maintain the restriction to the two messages Y and N per agent for simplicity reasons, but allow for sequential moves.
In a sequential mechanism, the agents can condition their actions on previous actions, which may allow them to communicate more
information about their types. Such a rule may be symmetrized by randomizing the order in which the agents move. We show with
a simple example that the welfare from the optimal sequential binary mechanism can be higher than the binary-second-best welfare
from Section 5.2. Let n = 2, F uniform on [0, 1], and « = 1. We consider a sequential version of the any-volunteers rule, in which the
two agents sequentially play Y or N and the task is assigned to the second mover if and only if the second mover plays Y. As we
show in the Appendix, if # is sufficiently small, then there exists an equilibrium in which the first mover chooses Y if her type is
above the cutoff 1/2 + 4. If the second mover observes Y, she is optimistic that the first mover would do a good job and she only
chooses Y herself if her type is larger than the cutoff 3/4 + 3. If the second mover observes N, she chooses Y if her type is larger
than the cutoff 1/4 + 3. Note that all three cutoff types are different, reflecting the asymmetric roles of the first and second mover
and the information revealed by the first mover. One can verify that the resulting welfare is higher than in the any-volunteers rule
with simultaneous moves if g is sufficiently close to zero.

For a given i-volunteers rule, it can also happen that the sequentiality of moves reduces welfare relative to simultaneous moves.
To see this, let » = 3 and consider the sequential version of the pure 2-volunteers rule. In the Appendix we show that in any perfect-
Bayesian partition equilibrium the outcome will be that the first mover will play N while the two followers will play Y, independently
of the type profile, if g is sufficiently large. Thus, the random assignment obtains. This contrasts with the simultaneous-move version
of the pure 2-volunteers rule where an improvement is possible for any g by Theorem 1. In summary, the introduction of sequential
moves implicitly opens new communication channels, which can improve the allocation, but can also exacerbate the free-riding
problem.

The use of monetary transfers is ruled out in our setting since the very essence of volunteering is that there is no adequate
remuneration. The underlying reasons are manifold, including social customs, income effects, and legal restrictions. If both arbitrary
monetary transfers and messages were admitted, then the efficient allocation could be obtained by an auction-like mechanism that
asks all agents for their types, assigns the task to the highest type and makes a payment to the selected type equal to § — (1 — a)f(,_),
where 7,_;, denotes the second-highest reported type.

7.3. Rules with random default

The rules that we identified as the welfare-optimal binary mechanisms are not the only binary mechanisms in our setting. Other
binary mechanisms are less efficient, but might have other desirable properties. In this section, we consider the possibility of assigning
the task randomly if the required number of volunteers is not reached instead of assigning it to the non-volunteers.

Definition 3. Foranyi=1,...,n— 1, amechanism (p,, ..., p,_;) is called an i-volunteers rule with random default and threshold i if
p;=1forall j>i,p;>i/n and p; = j/nforall j <i.

That is, an i-volunteers rule with random default is similar to a regular i-volunteers rule except that the assignment falls back to
uniformly random if not enough volunteers show up. Intuitively, such a mechanism guarantees that non-volunteers are never worse
off when participating in the mechanism than with random assignment of the task, no matter how many volunteers actually come
forward.

We have assumed that each agent decides about participating in a given mechanism after learning her own type, but before
learning anything else. An alternative assumption would be that during the execution of the mechanism each agent observes the
actual number of volunteers before the assignment decision is made, and she can trigger the reversion to the random-assignment rule

15 Bhaskar and Sadler (2019) provide a partial characterization of the utilitarian optimal transfer-free mechanism with an unrestricted message
space in a setting that is closely related to a special case of the pleasant-task variation of our model. For a uniform type distribution, Bhaskar and
Sadler (2019) show the optimality of partitioning the type space into intervals and allocating the task to an agent with a type in the highest reported
bin, where allocation to the highest type within that interval is more likely with lower reports of the other agents; we conjecture a similar structure
will play a role in settings with an unpleasant task.

16 Feng et al. (2023) derive a similar conclusion in a class of allocation problems without monetary transfers, showing that only constant rules are
EPIC. However, their technical assumptions exclude our setting.
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at this point. It can be shown that under the resulting stronger participation constraints, an i-volunteers rule with random default is
second-best optimal; see Goldliicke and Troger (2023).

The rules with random default satisfy this added robustness requirement, but their lack of threat to assign the task specifically to
the non-volunteers also introduces a weakness.

Theorem 5. No i-volunteers rule with random default has the guaranteed-improvement property: an equilibrium outcome different from the
uniform-assignment rule exists if and only if aty; + f —ty <ia(ty — D).

In the heterogeneous-ability interpretation of our model, this inequality implies that volunteering breaks down if the opportunity
cost of volunteering f is too high. In the altruism interpretation, it means that volunteering breaks down if the level of altruism « is
too small. Theorem 5 generalizes Remark 1, which corresponds to the case i = 1. The proof is relegated to the Appendix.

7.4. Assigning a pleasant task

So far we have maintained Assumption 1. Here we revert it to consider cases with excessive volunteering incentives.!” Instead
of volunteering for an unpleasant task, agents who choose the message Y propose themselves for a promotion, a prize for some
achievement, or a coveted project assignment. Agents then prefer to be selected over another agent with the same merit, but they
also care about the merit of the agent who is selected.'®

To model the problem of assigning a pleasant task, we keep the condition that the performer’s utility is a positive affine transforma-
tion of the other agents’ utilities, but we assume that agents of all types prefer doing the task themselves rather than letting someone
else of their own type do the task. The latter condition means that getting people to refrain from volunteering can be difficult. Thus,
we maintain the assumption « > 0 but change Assumption 1 to

Assumption 2.
t>at+pforallt e r,,ty] (32)

In the heterogeneous-ability case, the new assumption holds if the opportunity cost of volunteering is strictly negative, § < 0. In
the altruism case, the new assumption is valid if the types are strictly positive, t; > 0, which means that agents differ in the benefit they
receive from the task. The optimal anonymous binary mechanism now has to reward an agent’s decision to refrain from volunteering,
by assigning the task to a volunteer with higher probability. A mechanism (p,, ..., p,_;) is called a maximum-i-volunteers rule if there
exists a threshold i (1 <i <n—1) such that p; = 1 forall | <j <iand p; =0 for all n—1 > j > i. With a maximum-volunteers rule,
the task is awarded to the one of the volunteers if there are sufficiently few volunteers.

The main results can be adapted to the case of a pleasant task. In particular, one can show that if Assumption 2 holds, the binary-
second-best mechanism is a maximum-i-volunteers rule for some threshold i € {1, ...,n — 1}. Moreover, maximum-i-volunteers rules
are sufficient to approximate the first-best as the group size increases.

8. Conclusion

We have shown that simple binary mechanisms can be powerful tools for assigning a task among a group of agents. Multiple-
volunteers rules, which assign the task to a volunteer if and only if multiple volunteers come forward, are particularly useful. We
expect this multiple-volunteers principle to extend to settings in which multiple tasks must be assigned, in the sense that one should
typically require a number of volunteers that is larger than the number of tasks. While we think that binary mechanisms are a natural
starting point due to their practicality, the kind of preferences and private information that we have modeled clearly deserve attention
beyond binary mechanisms, including environments with monetary transfers.
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Appendix A. Proofs

Proof of formulas (11) and (12). Using the definition (6),

n—1

n—1 : .

(n=DIYy* (A —yyU*D 1 n

yay() = Y — . P = = D BIG+Dpay
= U+Dm=-G+D)! ne

Taking derivatives on both sides yields
1w d
’ _ .
Yoy +ay () =- ;0 d—yBﬁ(j + Dpjsr
Thus, using the following standard identity about the derivative of a Bernstein polynomial,

d N 1, 1, .
d—yB;(j)_n(B; G-1)- B (1)) forj=1,...,n—1,

d . . 1, )
d—yBﬁ(J) = nBj lG=Dforj=n
we obtain
n—1 n-2
Yay ) +ay () = Y BI pjar — 2 BIT G+ D
Jj=0 J=0

n—1 n—1
= Y B (Ipjas — ), B (py-
j=0 Jj=0
Now (11) follows from the definitions (4) and (5). Using (9), the derivative of g, can be used to calculate (12). O

Proof. (Proof of Lemma 1) The conclusion is obvious if y(¢) =0 or y(c) = 1 because then only one action is used in equilibrium.
Suppose that 0 < y(c) < 1 and gy = qy.° In this case, (9) implies gy = 1/n = gy.

In cases with uy = uy, the law of iterated expectations implies yuy (y) + (1 — Y)up (y) = af + §, with 7 the expected type. Hence,
uy =uy = af + f. Thus, both payoff expressions (15) and (16) are equal to (1 — %)(af+ B+ it, which is the payoff from the uniform-
assignment rule.

The remaining possibility is that uy # u,. From (17), it is sufficient to show that the four auxiliary functions take the same values
as when the uniform-assignment rule is used. We already have this for the functions ¢y and gy.

Taking the difference of (15) and (16),

Uy(o,t) = Upn(o,t) = (hy —hy — %)(uy —uy),

which is independent of ¢. The utility difference must be equal to 0 because otherwise one action is strictly optimal for all types,
implying y(¢) =0 or y(¢) = 1. We conclude that hy — hy = 1/n. On the other hand, (10) implies that y(¢) = y(c)hy + (1 — y(6))hy.
Solving the system of these two equations leads to the random-assignment formulas (8). O

Proof. (Proof of Lemma 2) Using (9), gy < 1/n < qy. Thus, nyqy > y and n(1 — y)qy < (1 — y). This together with (18) implies
nyqy Muy (») + n(1 = y)ay Wuy ) > yuy () + (1 = Yuy (y) = af + B, (A1)
where the last equality relies on the law of iterated expectations. Using (15) and (16), we see that, for any type ¢,
yUy(r,0)+ (1 = Uy (y,1)
= (3hy = ay)+ (1= Dy Jay + (350 = )+ (1= )1 =y = gy + 1.
Recall from (10) that
nyqy = yhy + (1 = y)hy.
Using (9), we get a similar formula for gy,
n(l = y)gy = y(1 = hy) + (1 = )1 = hy).
Therefore, it follows that
Yy, + A =»Uy», 0 = (n—Dygyuy + (1 - ygyuy) + %t

(A1) 1. - 1
> (1= —=)at+p)+ —t,
n n

which is the agent’s payoff from the uniform-assignment rule. Therefore, also the equilibrium payoff max{Uy (y,1), Uy (»,1)} is strictly
larger than the payoff from the uniform-assignment rule. O
19 We drop again the argument y(¢) from the auxiliary functions.
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Proof. (Proof of Lemma 3) Fix a multiple-volunteers rule with threshold i. Plugging in the definitions,
hy () = hy () = BY'()(1 = p) + BX~ (i = D)p;. (A.2)

Since there are no multiple-volunteers rules for n = 2, we assume that n > 3. Suppose that i = 1. Using (A.2), it is straightforward to
verify that

(hy = hy) ) = (1 =y (n = DI ),
where we use the auxiliary function
Ly =1=2p; —y(n—1-npy),

which is linear in y. Note that /,(1) = (2 — n)(1 — p;) < 0. Since in a multiple-volunteers rule, p;, < 1/n, italso holds that/,(0) =1 —2p, >
0 and that /,(y) is strictly decreasing in y, implying the claim of the lemma. The case i = n — 1 is treated analogously to the case i = 1.
Now suppose that 1 <i < n— 1. Using (A.2), it is straightforward to verify that

(n=Dly=2(1 — yyr=2-
() — i)
where we use the auxiliary function
L;(y) = y(1 = y) = 2ppi(n — i)
- YA =p)n—in—i—1) + (1= y)’pili = 1).

Note that /;(0) = (i — Dip; > 0if p; > 0, and I'(0) = i(n — i) > 0 if p; = 0, implying that

(hy —hpn) () =

L),

I(y) >0 for all y > 0 that are sufficiently close to 0.
Similarly, /;,(1) = -(n—i)(n—i — 1)(1 — p;) < 0if p; < 1, and I'(1) = i(n — i) > 0 if p; = 1, implying that
I(y) <0 for all y < 1 that are sufficiently close to 1.

Thus, by the intermediate value theorem, /;,(y*") = 0 for some y*” € (0, 1). Moreover, y*" is unique because /; is quadratic in y. Hence,
for all y € (0,1),

L,(y)>0if y<y™, and I;(y) < 0ify > y*™,
which proves the lemma. O

Proof. (Proof of Lemma 4)

From (11), the intersection points of ¢y and hy — hy, are the critical points of gy. We can also use this formula to calculate the
second derivative for all y € (0, 1):
(hy(») = hy (1) =243, (»)

" .

(A.3)

gy (y) =

Thus, at any critical point y* of gy, the number q;’( y*) has the same sign as (hy (y*) — Ay (»*))'. Hence, using Lemma 3, any critical
point y* € (0, y*") must be a local minimum, and any critical point y € (y*™", 1) must be a local maximum.
It remains to show that for any multiple-volunteers rule,

hy(») — hy(») — qy(y) > 0 for all y > 0 sufficiently close to 0, (A.4)
and hy(y) — hy(y) — gy(¥) < 0 for all y < 1 sufficiently close to 1. (A.5)

Once we have shown (A.4), which means that gy is increasing close to zero, it becomes clear that g, cannot have a critical point in
(0, y*™) and must be increasing on the whole interval. It then follows from (A.4) that somewhere in the interval [y*", 1), the function
gy has a maximum at which it intersects hy — hy.

To show (A.4) and (A.5), let (py, ..., p,_;) be any multiple-volunteers rule with threshold i. At y = 1, if everybody else volunteers,
a volunteering agent expects to be selected with probability gy (1) = 1/n. Using (A.2), we see that hy (1) — hy(1) =1 — p,_,. Using the
assumption p,_; > 1 — %,

By ()= hy(D =gy () =1=p,_; =+ <0,

implying (A.5). Using
n—1 1 »
=Y B7(j)— + Bl - D
ay () Z‘, D HBT- DS

and (A.2), we see that
-1

hy () = hy () — gy () = <’: 1

)y"“p,-(l - D+ 00),
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Thus, (A.4) holds if i > 2. If i = 1, then
hy (%) = hy(y) = py + (n = Dy(1 = py) — (n = Dyp, + OGP,
4 ) = py+ (1= Dy2 = (1= Dypy + OGP
Thus, (A.4) follows from 1 —p, >1-1/n>1/2. O

Proof. (Proof of Theorem 2.) To solve the binary-first-best problem, fix any mechanism-strategy combination (p, 6) = (p;, ..., p,_;, 0).
By switching to an equivalent mechanism if needed, we can assume that qg(y(a)) > qfv(y(a)).
Since y(o)ty(6) + (1 — y(6))t 5 (6) = f, we can write the objective in terms of 7y :

W7 () = (45 (¥(0)) = a3, (W(@))ny(0)ty (6) + ngi (¥(o))F.

We show first that the binary first-best is attained by a partition strategy. For a given strategy o, we define the partition strategy
y = y(c) and show that

W*(@) = W*(o). (A.6)

Given our definition of the partition strategy, to show (A.6), it remains to show that ty(y) > ty (o). To see this inequality, note that
for all > #(3),

t ty ty t
/ dF(r)=y— / dF(r) <y - / o(r)dF(r) = / o(r)dF (7).
i) t t )
Using integration by parts,

_ H
ytﬂ?}:/i tdF (1)
()

ty t ty
—/ dF(r)dt + 1y i dF(r)
1

» Ji) i)

[\

ty ot ty
- / o(r)dF(r) dr + 1y / o(t)dF(r)
1 Jiy tr
'H

/ to(t)dF(t) = yty(o).
L

As a next step, we fix an arbitrary partition strategy y € [0, 1] and solve for the optimal mechanism p given y. In the last step, we
maximize over y. Using (9), we can write the objective W in terms of ql‘: (y), as

WP (y) = nygh (0)(ty (9) — tx (D)) + 15 (D). (A7)

Therefore, the optimal mechanism p maximizes q)’; (). Thus, from (6) the any-volunteers rule is the unique optimal mechanism if
O<y<l.
Any binary-first-best y** satisfies 0 < y** < 1 because otherwise the uniformly-random allocation would obtain. Thus, the binary-
first-best partition y** is found by solving the first-order condition (W?*)'(3**) = 0.
Next we prove (24). We will drop the argument p from all functions. Using (25) and applying the product differentiation rule, we
find
1

d
W' o (yay Mty ) + 1 = »ay Wiy ()

= gyty — qyiy + ¥ayty + (1= Yyt + yayty + (1 = Yyt

where we have dropped the argument y from all functions after the last equal sign. After computing

t £ —
t;(y):i<l/"tdm>> _ -
dy \y () y

po_df 1@ i) — i)
tN(y)_dy(_l—y/,L r() ) = MO,

and plugging in the expressions from (11) and (12), we find

and

%W’(y) aty(hy — hy — qy) + at y(hy — By + qy) + af(gy — qx)

uy(hy —hy = qy) +un(hy — hy +qy) + (af + H)(gy — qn).
Combining this with the formula
A(y) = (hy — hy — qn)uy —upy) + (qy — gn)(F — uy)

from (17) and (19), formula (24) follows.
The remaining arguments are given in the text below Theorem 2. O
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Proof. (Proof of Theorem 3) Consider any solution (p*, y*) = ((p ..., p}_,),¥*). From Theorem 1 it follows that the value reached at

the solution improves upon the uniform-assignment rule. Thus, 0 < y* < 1 and q’l’; ") < qf,* (¥*) by Lemma 1.

Step 1. We show that (p*, y*) also solves the relaxed binary-first-best problem in which the constraint A?(y) = 0 is replaced by the
inequality A”(y) > 0.

Suppose otherwise that the relaxed problem has a solution (p, y) such that A(y) > 0. Applying (24), we see that

W' ) > (ay () = a3 )@ = DIR) + ).

The right-hand side is > 0 because of Assumption 1. This is a contradiction to optimality because none of the constraints on y is
binding.

Step 2. Fixing y*, the remaining relaxed binary-first-best problem is a linear maximization problem over p = (p,, ..., p,_,). Hence
the Lagrange conditions are necessary and sufficient, without any qualification. Let A > 0 denote the Lagrangian multiplier for the
constraint A”(y*) > 0. Due to qj’v(y*) < qi( y*), the Lagrangian multiplier for the constraint qj’v(y*) < 615(y*) equals 0. Thus, using the
Lagrangian L(py,...,p,_1) = WP(y*) + AA?(y*), forall j=1,...,n—1,

i oL . _
if o >0, thenpj =1,

A.8
ifﬁ<0,thenp"f=0. A.8)
ap; J
Using (25),
oW’ . B"'(j) ‘
= B"(j)(ty —ty) = ——=n(1 = y")(ty —tn),
= By ~ty) = =3y i)
where we have dropped the argument y* from all functions. Similarly, using the definition (19), which is
A®y) = (hy — hy — qn)(uy —up) + @y — gn)F — uy),
OAP Bn—l~ 1—y* . .1_* ) 1 —y*
O [ T L T E S |
p; n—j y y y
Thus,
Bn—l . 1—y*
oL _ J JjA < *y + 1>(uy — uy ) +[ terms independent of j]|. (A.9)
op; n—j
>0 >0

Consider the case that 4 > 0. . ,
From (14) and the paragraph below it, the all-volunteers rule p’ = (0, ..., 0) satisfies qi o)< qf\, () forall y € [0,1). Thus, recalling
the constraints of the binary-second-best problem,

...k #0.

Let i be the smallest integer such that p¥ > 0. Then dL/dp; > 0 by (A.8), and (A.9) implies that dL/dp; > 0 for all j > i, implying pj*. =1
by (A.8). Thus, (p’l‘ e p:_l) is an i-volunteers rule.

It remains to consider the case 4 = 0. Then dL/dp; = dW” /dp; > O for all j, implying p;f = 1for all j, that is, p* is the any-volunteers
rule. O

Proof. (Proof of Lemma 5)

Before presenting the proof, we provide a roadmap. Step 0 recalls the Poisson approximation of the binomial distribution. Using
the lower bound (27) on the volunteering threshold i, Step 1 shows that there exists a sequence of partition strategies along which
the expected number of volunteers does not vanish and the associated cut-off types strictly prefer volunteering. In Step 2 we lower
the marginal type until that type becomes indifferent; this yields a sequence of equilibria with non-vanishing expected numbers of
volunteers. In Step 3 we show that this sequence is bounded, which implies existence of a limit point. Step 4 is to show that any such
limit point z* satisfies the equation (28) that is stated in the theorem. Since the left-hand-side of that equation is strictly decreasing,
the limit point is unique. Step 5 establishes the formula (29) for the limit welfare.

Step 0. Consider a sequence of numbers (x,),, x,, € [0, 1] such that nx,, — z for some number z > 0. Then

J
limB"'(j) = e * % forj=0,1,... (A.10)
n n ]!
and
n—1 1 ) Zj
li B l(j)— =€ ) A.11
15“}_;_41 w D5y = j;_l(,-m a1n)
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Formula (A.10) is the well-known Poisson limit theorem. To see (A.11), define Bﬁfl( j) =0 for all j > n— 1 and note that

(o] N
Y VR D)
Zez(j+1)v = Zl B 1(1)_

Jj=i—1 Jj=i—1

= lim Y B h— = lim 3 By H—.
]Z‘l j+1 ]Z‘l j+1

In the rest of the proof, we will use the functions hy, hy, gy, qy, and A as applied to the given pure i-volunteers rule.
Step 1. Fix a number z such that

ty —1)i
0<z <1n(u>, (A12)
= aty +f—ty

which is possible because the lower bound (27) guarantees that the argument of the function In(...) is larger than 1. For all n, define
y =z z/n. We show that A(y ) > 0 for all sufficiently large n.
Because y — 0, only the highest type volunteers in the large-population limit. Thus, as n — oo,

f(X") = ty,ty > ty, and ty — 1,
which implies

uy —uy = alty —tand i —uy -ty — (aty + ). (A.13)
Using the definitions (4) and (5), we find

hy(n) = hy(y) = By~ = 1), (A.14)
where applying (A.10) with j =i — 1 yields

Zi—l

hy(y ) —hy( ) - e—é(_-'—l), as n - o. (A.15)
=n =n i—1)!
Moreover, the definition (6) yields
n—1
1
=Y gl ’ A.16
ay () j;l O (A.16)

such that applying (A.11) yields

©

J
CIy(Xn) — ez Z ﬁ (A.17)

j=i-1

Finally, using (7),

1 - —>0 as n— oo. (A.18)
—i

i-1
1
=Y B"l(j)— <
an(y) ;0 ) (J)n_/ <
Recall the function A from (19),

A®y) = (hy - hN - CIN)(VY - MN) + (qy - qN)(f— Uy)~
We use the limits (A.13), (A.15), (A.17) and (A.18) to calculate

i1 o j

- z
lImA(y )= e 2——a(ty —t)+e 2 (t (aty +P)). (A.19)
R i-n- j;l(ﬂ)u” 77

>0 <0 by Assumption |

Note that
© 1 IZ] —i+1 Zifl

) (;+1)' <X z'(1—1+1)'=_Te7'

j=i—1 Jj=i-1

Thus, (A.19) implies

i—1

l)'

Z
hm Ap) =
(- i

- ty+p—t
<e—;a(,H _h- M) >0,
where the last inequality follows from (A.12). This completes Step 1.
Step 2. The arguments leading to (21), which extend to the case i = 1, show that A(1) < 0. Since for all sufficiently large n, Step
1 has shown that A(y ) > 0, the intermediate-value theorem implies the existence of y, > Y, such that A(y,) = 0. By construction,
ny, > z. This implies ‘that lim inf » 1y, > 0. This completes Step 2.
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In the following, let z,, = ny, be any sequence with A(y,) = 0 and liminf,, z,, > 0.

Step 3. Using a proof by contradiction, we show in the following that the sequence (z,), is bounded. Suppose otherwise, that is,
that the expected number of volunteers z, tends to infinity.

Given that only i volunteers are needed, it should then be the case that the probability that the task is assigned to a non-volunteer
falls to zero along the sequence. We will show in the following that this probability tends to 0 even if it is first multiplied by z,,.

We first show that

B; (j)—=0 forallj=0,1,.... (A.20)

To see this, note that due to elementary properties of the binomial distribution,

B) () <nly (1= y,)"™ = (ny,) (1= y,)"/.
which implies
n (B} () < 71n(1y,) + (1 = ) In(l - 3,).
Hence, using that In(1 — y,) < -y, and y, <1,
n (B (1)) < JIn(1y,) = 1 = Py, < jInGz,) = 2, + ] = —oo.

which implies (A.20).
Since by elementary properties of the binomial distribution,

ny,By~'(j) = (i + DB (j + 1), (A.21)
we can already deduce from (A.20) that

an;n-'(j) -0 forallj=0,1,..., (A.22)
which, using (A.14), means

nlirgo z,(hy (y,) = hy(y,)) = 0. (A.23)

< 1, it also follows that

From (A.22), and because y,

i—1

Z
lim » By™'(j)—"— =0,
which is equivalent to
’}Ln;o ngy(y,) =0. (A.24)

Multiplying the equilibrium condition A(y,) = 0 with z, and rewriting it using (9), we get
0 = ny,(hy () = by () = an Oy (3,) = un () + (1 = ngy W), =ty (7,))-

Now we consider the limit » — oo of this expression. By (A.23) and (A.24) the first term vanishes. Thus, by (A.24), it follows that
lim i(y,) - uy (y,) = 0.

However, using Assumption 1,
uy (y,) = i(y,) = aty(y,) + f— 1, 2 al(y,) + -1, > ’Emi?HJat +p—1>0,

which contradicts the zero limit derived above. This completes Step 3.
Step 4. Since the sequence z,, is bounded, there exists a convergent subsequence. Let z, be such a subsequence, and consider any
limit point z* of z, . We will show in the following that

hPois(z*)(i) - aty + ﬂ —1Iy )
ia(ty — 1)
A computation analogous to that leading to (A.19) in Step 1 implies
. (Z*)i—l (Z*)j

[s+]
aty =D+ e Z

lim A(y,,) = e %
k j=i-1

m(tH —(aty + P)).

(i—-1!
Applying the equilibrium condition Ay, ) =0,

(z*Y
G+D!

" (Z*)i—l
i-1)!

[s+]
alty =0+ e 2

j=i-1

(ty — (aty + P)).
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After multiplying by z*/i and switching to the variable j/ = j + 1 in the sum,

0= &) t>+z e i = @ty + D),

i

Jj'=i
Thus,
aty +p—
0 = Pois(z*)(a(ty — 1) — Z Pois(z*)(j’ )—.
Jj'=i

This implies the claimed formula (28).

From (26) one sees that #PS(2)(j) is strictly decreasing in z. Thus, the limit point z* is unique, showing that the sequence (z
converges to z*.

Computations analogous to those leading to (A.17) and (A.18) now show that

VI)VI

limgy(y,) >0 and limgy(y,) =0
n n

Thus, gy (y,) > qn(y,) for all sufficiently large n. Together with Step 2 this shows that all such y, are indeed partition equilibria. (For
small n, if gy (y,) < g5 (¥,), then the strategy y, must be redefined as an arbitrary partition equilibrium.) This completes Step 4.
Step 5. The probability that the task is assigned to a volunteer in the equilibrium with the partition strategy y, is

n n

NCENR SIS
YBG) = Y B
= =

Thus, using Step 0,

lim Y 5 ()= (ZW : i
i=i i=i

Welfare is equal to the equilibrium value of the expected type of the selected agent,

W) = i)+ D) B) (Dy () = In (),
j=i
such that

* ;

ety — D).

(s
lim W(y,) = Z

This completes the proof of the theorem. O

Proof. (Proof of Theorem 4) For any group size n, let W* denote the binary-second-best optimal welfare level. For any i < n, let
W' (y,) denote the welfare in the equilibrium y, in the i-volunteers rule p'. Then certainly

lim W* > lim lim we' )-

n—oo i—co n—o0

We will show in the following that the right-hand side equals the first-best limit welfare 7, which implies the same for the left-hand
side.
Using the shortcut x = (aty + f — t5)/(a(ty — 1)), equation (28) can also be written as

iPois(z*)()) = k Y, Pois(z*)())

Jj=i
or, using the definition of Pois(z*)(i),
e T ()

i!

=x ). Pois(z")()). (A.25)

=i
We will use the following (Chernoff) bounds for tail probabilities as applied to a Poisson random variable with mean z:

Z Pois(z)(l) <

Jj=I

-z 1
elﬁ foralll > z, (A.26)

e’z(ez)’

Z Pois(z)(j) < forall /< z. (A.27)

Jj=0
To prove (A.26), let X denote a Poisson distributed random variable with mean z. Then

m(1) 1= () S-S

k=0 k=0
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Thus, (A.26) follows from Markov’s inequality:

Pr[X > 1] =Pr [(é)x z (i)l] < <ok =& (3).

z

The proof of (A.27) is analogous.
We begin by showing that

z* > i for all sufficiently large i. (A.28)
Suppose that z* < i. Applying (A.26),

¥ Pois(z")(j) < L

j=i !
Using (A.25), we obtain

'e—z*(z*)/ < e—z*(ez*)i
K .

il it
After cancelling terms,
i+l
LA
(i)lef
By Stirling’s formula, the left-hand side tends to infinity as i — oo, yielding a contradiction. This shows (A.28).
In particular, Vi — 1/z* - 0 as i - co. Because the right-hand side of (A.25) is bounded by «, it also follows that
e F (2t i-1
_— -
i—-n!
By Stirling’s formula,
ei—l—z* (z*)i—l
@i —1Di=b
Thus, using (A.27) with I =i -1,

e e ei—l—z*(z*)i—l
1- j; POIS(Z )(_]) < W

implying lim,_, Z;‘;i Pois(z*)(j) = 1. Using (29), this implies

lim lim W* (y,) = t.

i—00 n—o00

O

Proof. (Proof of Remark 2) Consider any anonymous EPIC task-assignment rule (Q,, ..., Q,), where Q;(r) denotes the probability that
the task is assigned to agent i at type profile = = (7, ..., 1,), with Z:f:l Q;(z) = 1. That the rule is EPIC means that, for all i, 1, ..., ,,
and 7,
GO, t_) + Yt + B0 (1, 1) 2 ;0,1 1) + Y (at; + POt 1_,).
J#i J#i
By standard revealed-preference arguments, this implies that Q; is weakly increasing in 7;.

Anonymity means that Q (), - »tzm) = Qi(ty, ..., t,) for any permutation 7 of the set {1,...,n}, any agent i, and any type
profile (¢4, ...,t,). In particular, for any i and j, using the permutation that switches i and j, one sees that for all type profiles
T=(,....1,),

0;(r) = Q;(7) if 1, = 1. (A.29)

Our goal is to show that
0,(r) = 1 for all i. (A.30)
n

We prove this by induction. For all k =1, ...,n, consider the following statement A,: For all type profiles = such that the largest
n—k + 1 components are identical, we have Q;(z) = 1/nforalli=1,...,n.

The statement A, is true by (A.29). We will show A; = A, for all k < n.

Assume A;. To prove A, , consider any type profile r = (7, ..., 1,) such that the largest n — k components are identical. Without

loss of generality, we consider an ordered type profile, t; < --- <7,. Thus, there exists a type  such that 7, ; = --- =1, = . From A,
Qi(tys e sty bty s s ty) = 1 for all i and all j < k. (A.31)
n
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It remains to consider type profiles ¢ such that
<t for all j < k. (A.32)
Because Q; is weakly increasing in agent j’s type,
Q;(ty,....1,) < 1 forall j < k. (A.33)
n
EPIC implies that agent k with type ¢ does not gain from reporting type ¢, instead. This together with (A.31) implies that
r— + ) (at; + ﬁ) + ) (at + ﬁ)— > 104(1) + Y (at; + PO, (1) + Y (at + PO (7).
Jj<k >k Jj<k >k
Subtracting at + f = ZL Q;(t)(at + p) on both sides yields
(t—at - p)— + Y alt; - z)- > (1= at = HO(D) + Y alt; - HQ;(2),
Jj<k Jj<k
which is equivalent to
1
(—at=p) (1 -00)+ Yat, -0 (5 -0,) 20

J <k N—~—
<0 <0

where the underbraced inequalities follow from Assumption 1 and (A.32). The above inequality together with (A.33) implies Q;(z) = %
for all j < k. Thus, Zj>k Q;(z) = 1= k/n. From (A.29), Oy (7) = -+ = Q,(7), implying Q;(r)=1/n for all j > k. This completes the
proof of (A.30). O

Proof. (Proof of Theorem 5)
For any i-volunteers rule with random default it holds that i + 1 < n, which implies (n —i)/n < (n—i)/(i + 1), or

1-Lenzt (A.34)
n-i+1
Hence,
n—i
1—p; . A.
bi < i+1 (A.35)
Using the definitions (6) and (7), for any y,
ay(») —an(y) =
B (i - 1)( )+B" 1(1)( i ) Z B!~ 1(1>< > (A.36)
\ ) Jj=i+l
>0 >0 by (4.35) >0

If y >0, then at least one of the binomial probabilities above is strictly positive, implying gy (») > gy (). This shows that for all
y € (0, 1], any equilibrium is a partition equilibrium.
To get a better understanding of equilibrium, we need an explicit expression for A(y) (defined in 19). Using (4), (5), and (6),
i-2

hy —hy —ay = Y Bl ‘</) + B~ 1(z—l)(p,——)+B" '@ -p)
j=0
i-2 1 » 1 n—1
_ anl -__Bn71~_1_i_Bn71- _ nl
Z,) VO =B = DT - BT O ; U),+1

:Bn—l(i_l),([—l)(%—%> B~ 1(1)<j‘1")

B 1
- Z (j)_
i+1 J* 1
Similarly, using (4), (5), and (7),
_ _ n—1:. Pi 1 n—1,: . _ _ L
hy—ay =BG — 1) z( - )+ B0 p(1 n_j).
The “if-and-only-if” inequality in the statement of the theorem can be written as

ty + (i — D(aty + p) > i(af + p). (A.37)

Let us first consider cases in which this holds.
Consider y ~ 0. Then B"‘I (i — 1) is much larger then B;"l (j) for all j > i, implying

qy — 4N Iﬁ_l

B;—l(z‘—l) i o
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&

hy —hy — .
DOINTH v -n(2-1),
B; i—-1) i

hy —hy —dn Ni(pi 1)

B;‘l(i—l) i n
Thus,
AW (1N .
m~(7—2>(1+(l—1)u}/—1u1\]).

From y ~ 0 it follows that f ~ 1y, uy ~ aty + f, and uy =~ af + p. Thus, in the case considered, 7 + (i — Duy — iuy > 0 if y is close to 0,
implying that A(y) > 0 if y is close to 0. Since A(1) < 0 as in (21), by continuity of A, there exists y such that A(y) = 0, yielding the
desired equilibrium.

Now consider cases in which the opposite inequality of (A.37) holds. Since A(1) < 0, it is sufficient to show that A(y) < 0 for all
0 < y < 1. Moreover, because A(y) is linear in p;, it is sufficient to consider the extreme cases p; = 1 and p; ~ i/n.

In fact, it is sufficient to consider the case p; = 1 for any i. The case p; ~ i/n leads to the rule (p,,....p,_1) ® (1/n,...,i/n,1,.... 1),
which is already covered by the first case, with an incremented definition of the threshold i. The only case not covered by this then is
the case i = n — 1, p; ~ i/n; this leads to the uniform-assignment rule, where A(y) = 0 for all y; by linearity of A(y) in p,_;, we conclude
that A(y) < 0 for all other volunteers rules with random default.

Assume p; = 1. Note that, using Assumption 1, 7 < af + § < uy. Thus, if after plugging the expressions for gy — gy and hy — hy — gy
that were obtained above into (19) we drop the sums Z"‘l then we obtain a strict upper bound for A(y), that is,

i+1?
AW < ByT'G-1)

1 1 —i 1
<(7— ;)(IY+(i_1)uY_iuN)+ﬁ”i IH_I(IY—uY)>-

where we have also used the inequality 7 < t,, have plugged in the above expression for i, — hy — gy, and have used that

Yy n-—i
1—y i °

B ' i)=By' - 1)

Now using (A.34) we obtain
A

* <ty + = Duy —iuy + —

Bl (5 -7 I-y

(ty —uy).

Because the opposite of (A.37) holds, ty —uy < ia(f —ty). Thus,

Lllq(x(i—wu Y ia—ty)).
Bl i-1)- (5 - 1) I=y

Hence,

A(y)(1 —y)
Bl (i — 1)-(% - 'l,)ia

<U=pE—ty)+yi—ty) = 0,
where the equation follows from the law of iterated expectations. Thus, A(y) < 0. O

Examples in Section 7.2. To see that the welfare from the optimal sequential binary mechanism can be higher than the binary-second-
best welfare from Section 5.2, we consider the example with n = 2, F uniform on [0, 1], and a = 1. Recall from Footnote 11 that the
any-volunteers rule is optimal in our main model. We consider the case that § > 0 is small, in particular § < 0.5.?° In this case, the
any-volunteers rule leads to the partition equilibrium with cut-off 7 = % + p. For g = 0, the binary first best is obtained, which yields
a surplus of $** = g

Consider now the sequential version of the any-volunteers rule. A partition equilibrium is characterized by the first-mover cutoff
type 7, the second-mover cutoff type 7, y that applies after she observes the first-mover action N, and the corresponding second-
mover cutoff type 7, y if she observes Y. The claim is that if § is sufficiently small, then there exists an equilibrium with 7, = 1/2 + 4,
oy = 1/4+3p, and i,y = 3/4 + 35.

To verify this claim, note that for the second mover it is a best response to choose Y if her own type is larger than the expected
utility from letting the first mover perform the task. In the case of the uniform distribution, this condition leads to the cutoff types
io(N)=1,/2+ p and 7,(Y) = (f; + 1)/2 + p. For #; = 1/2 + 48, we obtain the values above. The first mover, who is assigned the task
unless the second mover volunteers, plays Y if

iyn+1

+p—1)>(1 —fz,N)(T +p—1).

iy +1

(A =ty)(—

20 If p > 0.5, the any-volunteers rule leads to random assignment, as does any transfer-free mechanisms.
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For #, y = 1/4+3p and 7,y = 3/4 + 3§ we obtain
1 7 5 3 5.5
(4_1 - 3ﬂ)(§ + Eﬂ_ )= (Z - 3ﬂ)(§ + Eﬁ_ 1),

which leads to the cutoff value as defined above.
One can then verify that the resulting welfare is higher than in the (symmetric) equilibrium of the any-volunteers rule with
simultaneous moves if f is small enough. In particular, in the limit = 0, the resulting welfare is equal to % > g

Consider now the second example of the pure 2-volunteers rule with n = 3 agents. Suppose the agents decide sequentially, first
Agent 1, then Agent 2, then Agent 3.

Assume f > (1 + 2a)t! — 3atl. This assumption implies that each agent prefers being assigned the task with probability 0 to being
assigned the task with probability 1/3, independently of what happens if the task is not assigned to the agent. This is because the
payoff from being assigned the task with probability 1/3 is bounded above by (1/3)t + (2/3)(at® + f), and the payoff from being
assigned the task with probability 0 is bounded below by at’ + g.

A perfect Bayesian equilibrium is called a partition equilibrium if at each history where an agent moves (i) she uses a partition
strategy and (ii) the other agents’ belief concerning the expected type of the agent is strictly smaller if she plays N than if she plays
Y. (Note that (ii) has bite off the equilibrium path.)

We will show that in any partition equilibrium the final history will be NYY independently of the type profile, so that the
allocation will be uniformly random.

Because with simultaneous moves there is an equilibrium that is strictly better than uniformly random, we arrive at the conclusion
that sequential moves can be harmful.

We will use backward induction. At the history YY, Agent 3 knows that she will be assigned the task with prob 1/3 when playing
Y and with prob 0 when playing N. Given the assumption on g, she plays N.

At the history Y N, Agent 3 knows that she will get the task with probability 1/2, no matter whether she plays Y or N. With the
remaining probability 1/2, by playing N she brings the task to N-player 2 and by playing Y she brings the task to Y-player 1. Given
the partition form of the equilibrium, bringing the task to Y-player 1 is better, so Agent 3 will play Y.

In summary, at history Y, Agent 2 knows that by playing Y she induces Agent 3 to play N, so the history will be YY N and Agent
2 will share the task equally with Y-player 1. But if Agent 2 plays N, then she induces Agent 3 to play Y so that she will avoid the
task altogether. Thus, given the assumption about §, Agent 2 will play N.

We conclude that Agent 1 if she plays Y induces the history Y NY so she gets assigned the task with probability 1/2.

Next, we will show that if Agent 1 plays N, then she induces the history NYY.

At history NY, Agent 3 will play Y because she gets the task with probability 1/2 also if she plays N, but given the partition form
of the equilibrium, she’d rather share the task with a Y-player than an N-player.

At history N N, player 3 will play Y to avoid the task, given the assumption about . So, at history N, Agent 2 anticipates that by
playing N she induces the history N NY, whereas by playing Y she induces the history NYY. With either action, she gets assigned the
task with probability 1/2. Given the partition form of the equilibrium, she’d rather share the task with a Y-player than an N-player.
Thus, Agent 2 plays Y at history N.

We conclude that Agent 1 by playing N induces the history NYY. Thus, Agent 1 will play N to avoid the task. The final history
will by NYY independently of the type profile, with the result that the allocation will be uniformly random.
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