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Abstract

In this paperwe introduce TFMCC, an equationbasedmul-
ticast congestioncontrd mechaism that exterds the TCP-
friendy TFRC pratocol from the unicastto the multicastdo-
main. The key challengs in the designof TFMCC lie in
scalableaoundtrip time measuementsappr@riatefeedbak
suppessionandin ensuringhatfeedbaclkdelaysin thecon-
trol loop do not adwersely affect fairnessowardscompetiny
flows. A majorcontrilution is the feedbackmecharsm, the
key commnentof endto-end multicastcongestion contol
schemesWe improve uponthe well-known apprachof us-
ing exponentially weightel randm timers by biasingfeed-
backin favor of low-rate recevers while still preventinga
respomse implosion. We evaluate the designusing simula-
tion, anddenonstratehat TFMCC is both TCP-friendy and
scaleswell to multicastgroupswith thousads of recevers.
We alsoinvestigateTFMCC’s weaknesseandscalinglimits
to provide guidanceasto application domairs for whichit is
well suited.

Keywords: congestioncontiol, multicast,single-rate, TCP-
friendlinessfeedbak suppession

1 Introduction

It is widely acceptedhatoneof severalfactorsinhibiting the
usageof IP multicastis the lack of good deployable, well-
testedmulticastcongestion contrd mectanisms. To quae
[10]:

Thesucces®f the Internetrelieson thefactthat best-
effort traffic respond to congestionon a link by re-
ducingtheload presentedo the network.Congestion
collapsein today’s Internetis preverted only by the
congestioncontrol medianismsin TCP

We believe that for multicastto be successfuljt is crucial
that multicast corgestioncontrd mechasms be deployed
thatcanco-eist with TCPin the FIFO quelesof the current
Interret.
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Thepreciserequiranentsfor multicastcongestioncontiol are
perhas opento discussiongiven the efficiency savings of
multicast,but we take the conserative positionthata multi-
castflow is accepthle if it achivesno greatermediumterm
throughpu to ary recever in the multicastgrouy thanwould
beachiesed by a TCPflow betweerthe multicastsendemand
thatrecever.

Sucha requiementcan be satisfiedeither by a single mul-
ticastgroup if the sendertransmitsat a rate dictatedby the
slowestrecever in thegroup, or by alayeredmulticastscheme
thatallows differentrecevers to receve differentnumktersof
layersat differentrates.Muchwork hasbeendore onthelat-
terclass[12, 18, 4], but thejury is still outonwhetherary of
thesemechanismsanbe madesafeto deploy.

ThispapemescrilesTCP-FriendlyMulticastCongestionCon-
trol (TFMCC), which belorgsto the classof singleratecon-
gestioncontrd schemes. Such schemesnevitably do not
scaleaswell aslayeredschemes.However, they are mud
simpler matchthe requrementsof someapplicatiors well,
andwe will demastratethatthey canscaleto applications
with mary thousand of recevers. Theseschemesilsosuffer
from degradationin the faceof badly broken links to a few
recevers — how to dealwith suchsituationsis a policy deci-
sion, but we expectthatmostapplicdionsusinga single-ate
schemeawill have application-specifichreshold below which
areceveris conpelledto leave the multicastgrouwp.

TFMCC s nottheonly single-atemulticastcongestiorcon-
trol schemewailable.In particdar, PragmaticGeneraMulti-
castCongetionControl(PGMCC)[17] is alsoa viable solu-
tion with somenice propertiesanda certainelegart simplic-
ity. However, TFMCC and PGMCC differ consideraly in
the smoothiessand predctability of their transmission We
will arguethatbothareappopriatesolutions,andthatsome
applicatimsarebettersuitedto onethantheother

11 TFEMCCand TFRC

The TCP-frierdly RateContrd protacol (TFRC)[5] is auni-
castcongestion contrd mechanismntendedfor applications
that requirea smoothe, more predictalte transmissiorrate
than TCP canachieve. TFMCC extends the basic mectla-
nismsof TFRCinto the multicastdomain



TFRC is an equdion-based congestioncontol scheme. It
usesacontrd equationderived from amodelof TCP's long-
termthroudhputto directly contrd the senders transmission
rate.BasicallyTFRCfunctionsasfollows:

1. Therecever measureghe paclet lossrate and feeds
thisinformationbackto the sender

2. Thesendewusesthefeedbackmessageto measurehe
round-triptimeto therecever.

3. The senderusesthe contrd equationto derive an ac-
ceptalte transmissiomatefrom the measuredossrate
androurd-trip time (RTT).

4. Thesendes transmissiomateis thenadjusteddirectly
to matchthe calculatedransmissionate.

For full detailsof TFRC,we referthereade to [5].

TFMCC follows a very similar designfor multicastconges-
tion contrd. The primary differencesarethatit is the re-
ceiversthatmeasue their RTT to the senderandperfom the
calculationof theaccepthlerate. Thisrateis thenfed backto
the senderthe challerge beingto do this in a manne which
ensureghat feedbak from the recever with the lowestcal-
culatedratereacheghe sendemhilst avoiding feedbackm-
plosiors. Moreover, we needto make surethanary addi-
tional delayimposedto avoid feedbak implosian doesnot
adwersely affed thefairnesgowards competirg pratocols.

2 TheTFMCC Protocol

Building anequation-basedulticastcongetioncontiol mech
anismrequiresthatthefollowing prodemsbesolved:

e A contiol equatiormustbe choserthatdefineshetar
getthrowghpu in termsof measurale parametes, in
this caselossevert rateandRTT.

e Eachrecevermustmeasurghelossevert rate. Thusa
filter for the pacletlosshistoryneedgo bechoserthat
is agoodstablemeasuref the curren network cond-
tions, but is sufficiertly responsie whenthosecond-
tionschang.

e Eachrecever mustmeasurer estimateheRTT to the
sender Devising a way to do this without causingex-
cessve network traffic is akey challeng.

e Eachrecever usesthe contrd equationto calculatean
accepthle sendimg ratefrom the sendeto itself.

¢ A feedlack schememustbe so devisedthat feedbak
from the recever calculatingthe slowesttransmission
rate always reachesthe sender but feedbak implo-
sionsdo notoccu whennetwork conditionschang.

¢ A filtering algorithm needdo bedevisedfor thesender
to determinewhich feedlack it shoud take into ac-
cownt asit adjustshetransmissiomate.

Clearly all theseparts are closely cougded. For examge,
altering the feedlack supprasion mechanismswill impact
how the senderdealswith this feedlack. Many of our de-
signchoicesareheaily influencedby TFRC, asthesemech
anismsarefairly well undestoodandtested. In this paper
we will expendmostof our efforts focusingon thosepartsof
TFMCC thatdiffer from TFRC.

2.1 Determining an Acceptable Sending Rate

The cortrol equationusedby TFRC and TFMCC is derived
fromamodelfor long-tem TCPthrowghpu in bytes/se§15]:

8

trRTT (@ + (12 %P) p(1+ 32p2)>

The expectedthroughpu Trcp of a TCP flow is calculated
asa fundion of the steady-statéosseventratep, the round-

trip time tgrr, andthe pacletsizes. EachTFMCC recever

measureits own losseventrateandestimatests RTT to the
sender It thenusesEquation(1) to calculateT'r¢p, which

is an estimateof the throughpu a TCP flow would achieve

onthe network pathto thatreceiver underthe samenetwork

condtions. If the senderdoesnot exceedthis rate for any
receiverthenit shouldbe TCP-friendy, in thatit doesnot

affect a TCP flow through the samebottlerecks more than
anotrer TCPflow would do.

@)

Trcp =

In the following sectionwe will elaborge on how the neces-
saryparanetersfor the modelarecompuedandhow to deal
with potentiallylargerecever sets.

2.2 Adjusting the Sending Rate

The sendemwill continwusly receive feedtack from the re-
ceivers.If arecever sendfeedbak thatindicatesa ratethat
is lowerthanthe senders currentrate,the sendemwill imme-
diatelyrediceits rateto thatin thefeedbak message.

In orderto eliminatealargenunberof unneessarynessages,
receverswill notsendfeedbak unlesgheircalculatedateis
lessthanthe current sendiy rate. However, this leavesus
with a prodem — how do we increasethe transmissiorrate?
We canrot afford to increasethe transmissiorratein the ab-
senceof feedhack,asthe feedkack pathfrom the slowestre-
ceiver maybecongestear lossy As asolutionwe introdwce
the concepif the currentlimiting receiver(CLR). The CLR
is therecever thatthesendebelievescurrently hasthelowest
expeded throughpu of thegroy.® The CLR is pernitted to

1in thisrespectthe CLR is compardle to therepresentaitve usedin con-
gestian control schemesuchasPGMCC.



sendmmedatefeedtackwithoutary form of supprasion,so
the sendercanusethe CLR’s feedtackto increasehetrans-
missionrate.

The CLR will changeif anotherrecever sendsfeeackin-
dicatingthatalowertransmissiomateis required. It will also
chang if the CLR leavesthe multicastgroup — this is nor-
mally signaledby the CLR, but anadditioral timeoutmecla-
nismsenesasabackip in casethe CLR crashe®r becanes
unrezhable.

Normally the way lossmeasuremaris performedlimits the
possiblerate increaseto rouchly 0.3 paclets per RTT, as
shavnin [5]. However, if the CLR leavesthegroup, the new
CLR mayhave asignificarly higher calculatedate.We can-
notafford to increasedirectlyto this rate,asthelossratecur
rently measued maynotbea predctor of thelossrateat the
new transnissionrate. Insteadve thenimposearateincrease
limit of onepacletper RTT, whichis thesameasTCP’s ad-
ditiveincreaseonstantsothattherategradually increaseso
thenew CLR’srate.

2.3 Measuring the Loss Event Rate

Thelosseventratecanonly be scalablymeasued at the re-
ceivers. The measurmentmechaism closely matcheghat
usedfor TFRC. A recever aggegatesthe paclet lossesinto
lossevents definedasoneor morepacletslostduringaround-
trip time. The numker of pacletsbetweenconsective loss
evertsis calledalossinterval Theaverag lossintenval size
canbe computedasthe weightedaverag of them mostre-

centlossintends lg, ..., lx_m+1:
Yty wilk—i
lavg (k) = =505
Zi:o Wi

Theweightsw; arechosensothatvery recen lossintervals
receve the samehigh weights,while the weightsgradually
decreas¢o O for olderlossintenas. For exanple, with eight
weightswe might use {5, 5, 5, 5, 4, 3, 2, 1}. This allows
for smoothchangesn [,,, aslosseventsage. While large
valuesfor m improve the smodhnessof the estimatea very
longlosshistoryalsoredicestheresponsienessandthusthe
fairnesoof theprotacol. Valuesarourd 8 to 32 appeato bea
goodcompomise.

Thelossevent ratep usedasaninput for the TCP mode is
definedasthe inverse of {,,,. Theintenal sincethe most
recentlosseventdoesnot endwith alossevent andthusmay
notreflectthelosseventrate. Thisinterval is includedin the
calculationof thelosseventrateif doingsoreduce®:
1
p =
max (lavg(k); lavg (k —

1)

Foramorethoraughdiscussiorof thislossmeasurmentmech-
anismsee[5].

2.4 Round-trip Time Measurements

A key challeng of TFMCC s for eachrecever to beableto
measuréts RTT to thesendemwithoutcausingexcessve traf-
fic atthe sender In practicethe prodem is primarily oneof
gettinganinitial RTT measurmentas,with the useof time-
stampsin the datapaclets,areceiver canseechangesn the
delay of the forward path simply from the paclet's arrival
time. We will discusshis furtherin Section2.4.3.

241 RTT Estimate I nitialization

Ideally we would like a recever to be ableto initialize its
RTT measurenm without having to exchangeary feedbak
pacletswith the sender This is possibleif the senderand
recever have synchronizedclocks,which might be achiesed
using GPSrecevers. Lessaccuratelyit canalso be dore
usingclocks synchronizedwith NTP [13].

In eithercasethedatapacletsaretimestampetby thesender
andthe recever canthencompite the one-vay delay The
RTT is estimatedo betwicetheone-waydelayds_, g. In the
caseof NTP, the errorsthataccumiate betweerthe stratum-
1 sener andthe local hostmustbe takeninto accoun. An

NTP sener knows the RTT anddispersionto the stratumi

senertowhichit is synchrmized. Thesumof thesegivesthe
worst-caserrore in synchonization To be conserative:

tRTT = 2(dS—)R + €sender + 6Teceiuer)

In practiceNTP providesanaveragetimer accurayg of 20-30
ms[13], andin mostcaseghis givesus anestimateof RTT
thatis accuateat leastto the nearestL00 ms. Although not
perfed, thisis still usefulasafirst estimate.

In mary caseshough, noreliableform of clock synchrmiza-
tion is available. Eachrecevver musttheninitialize its RTT
estimateao avaluethatshouldbelarger thanthe highestRTT
of ary of therecevers. We assumehat for mostnetworks a
valueof 500msis apprriate[1]. Thisinitial valueis used
until arealmeasuremntcanbemace. In Appendx A werea-
sonwhy it is safeto alsousethis value to aggrejatelossego
losseventswherealow RTT valuewouldbetheconsevative
option

24.2 RTT Measurement

A recei/er getsto measue the instantaneus RTT ti%st. by
sendingimestampedeedbak to thesenderwhichthenechoes
thetimestampandrecever ID in theheadeiof adatapaclet.

If more feedlack messagearrive thandatapacletsaresent,
we prioritize the senders repot echesin the following or-
der:

1. areceier whoserepot causest to be selectedasthe
nev CLR



2. receiersthathave notyet measuedtheir RTT
3. nonCLR recevers with previousRTT measuements
4. theexisting CLR.

Ties are broken in favor of the recever with the lowestre-
portedrate. Normally the numter of datapacletsis larger
thanthenumter of feedbaclpaclets,sothe CLR’s lastrepat
is echoedn arny remairng datapaclets?

To prevert a singlespuriots RTT value from having an ex-
cessve effed onthe sendimy ratewe smodh thevaluesusing
anexponentiallyweightel moving averag (EWMA)

trrr = B -t + (1 = B) - trrr

FortheCLR we set8¢c g = 0.05. Giventhatothe recevers
will not getvery frequent RTT measurerantsand thus old
measurerants are likely to be outdated, a higher value of
Bron—crLr = 0.5 is usedfor them.

24.3 Oneway Delay RTT Adjustments

Due to the infrequentRTT measuremds, it would also be
possiblefor large increasesn RTT to go unroticedif there-
cewver is notthe CLR. To avoid this we adjustthe RTT esti-
matebetweeractualmeasurerants.Sincedatapacletscarry
a sendtimestampt 4,:4, a recever thatgetsa RTT measue-
mentattime ¢,,,,, Canalsocompute the oneway delayfrom
sendeto recever (including clock skew) as

dS—)R = tnow — tdata

andtheoneway from recever to sendeias

drs = t}iﬂt’]s’%’ —dsor
Dueto clock skew, thesevaluesarenot directly meanimgful,
but dg_,s canbe usedto modify the RTT estimatebetween
realRTT measuementsWhenin alaterdatapaclettheone-
way delayfrom sendeto recever is deterninedasdg_, 5, it
is possibleto compue anup-todateRTT estimate

inst 1

terr' = drss+dg_ g

Clock skew betweensenderand recever cancelsout, pro-
videdthatclockdrift betweerreal RTT measurerantsis neg-
ligible. The modfied RTT estimatesare smodhedwith an
EWMA just like normal RTT measuremas, albeit with a
smallerdecayfactorfor the EWMA sincethe one-vay delay
adjustmetsarepossiblewith eachnew datapaclet. One-vay
delayadjustmets areusedasanindicatorthatthe RTT may
have changdsignificantlyandthusarealRTT measurenma
is necessarylf thereceveris thenselectedasCLR, it mea-
suresits RTT with the next paclet andall interim one-vay
delayadjustmets arediscarded For this reasont provedto
beunneessaryto filter outflawedone-way delayestimates.

2Tobeableto infer anacaurateRTT from thetimestanpsit is necessaryo
alsotake into accouwnt the offsetbetweenrecdpt of atimesampandechoing
it back.

2.4.4 Sender-side RTT Measurements

While a precoffiguredinitial RTT value canbe usedat the
recever for lossaggreyation andrate computation,it shoud
not be usedto setthe sendingrate. Usinga high initial RTT
would resultin a very low sendingrate,followed by a high
sendingratewhenthe CLR getsthefirst RTT measuement,
thena CLR chargeto areceierwith no previousRTT mea-
suremet) andsoon. Suchrateoscillationsshouldbeavoided
Ontheotherhand if thesendeonly acceptedrecever with
avalid RTT asCLR, receverswith averyhighlossratemight
never recevetheirfeedtackecho,andsoneverbecaneCLR.

For thesereasonsTFMCC suppats additioral sendetbased
RTT measuremds. A recever repot alsoechoeghetime-

stampof thelastdatapaclet, andsothe sendemandrecevers
arebothableto measue RTT. Thesendeionly compuesthe

RTT whenit hasto reactto arecever repot without a valid

RTT, andit usesthis to adjustthe calculatedratein the re-

ceiverrepot.

2.5 Recever Feedback

As TFMCC is designedo be usedwith recever setsof per
hapssererd thousad recevers, it is critical to ensurethat
the sendegetsfeedbak from the recevers experiencingthe
worstnetwork conditiorswithoutbeingoverwhelmedby feed-
backfrom all the otherrecevers. Congestiormay occurat
ary point in the distribution tree, from the senders access
link throwghto asinglerecever stail circuit. Thusarny mech
anismmustbe ableto copewhenconditions chang from a
singlerecever beinglightly congestedo all therecevers be-
ing equallyheavily congestedandothe similarly pathdogi-
calcasesAt thesametime we would like thefeedlackdelay
to be relatively smallin the steadystate. The latter canbe
achieved throudh theconcep of aCLR, which cansendfeed-
backimmedately.

However, a CLR is of no help during a charge in network
condtionsthataffectrecevers otherthanthe CLR. Thus,we
will ignoretheinfluerce of the CLR onthefeedbak process
in this section,but we notethatthe CLR generateselatively
little feedtack traffic and both strictly improvesthe respon
sivenessto congestionand redwcesthe amaunt of feedbak
sentby otherrecevers.

Variowsreliablemulticastprotomlsincorporatefeediacktrees,
wherethereceversareorganizednto atreehierarcly, andin-
ternalnocdesin thetreeaggreyatefeedlack. Suchtreedargdy
solve the feedlack implosion prodem, but are difficult to
build andmaintain. If sucha treeexistsit shouldclearly be
used butin thispapemve will assumehatis notthecaseand
examire pure end-teendsuppressiomechaisms.

Several mecharsms using rancdmizedtimers for feedbak
suppessionn multicastprotacolshave beenpropsedbefae



[6, 7, 9, 14]. Time is divided into feedbak rourds, which
are eitherimplicitly or explicitly indicaed to the recevers.
At the startof eachfeedackrourd, eachrecever setsaran-
domizel timer. If the recever hearsfeedbak from another
recever thatmakesit unnecssaryfor it to sendits own feed-
back,it canceldts timer. Otherwisewhenthetimer expires,
afeedackmessagés sent.

For TFMCC, we usesucha mechanisnmbasedon exponen-
tially distributed randbm timers. Whenthe feedtack timer
expires, the recever unicastsits current calculatedsendimy
rateto thesenderlf this rateis lower thanpreviousfeedbak
recevved, thesendeechoeshefeedackto all recevers. With

respecto theintendedapplication of findingthecorrectCLR,
weimprove upa theoriginal concepty biasingfeedbackn

favor of low-raterecevers. The dynanics of sucha mectla-
nism depemn both on the way thatthe timersareinitialized,
andonhow onerecever’s feedtacksuppresseanothe’s.

2.5.1 Randomized Timer Values

Thebasicexponentiallydistributedrandbmtimer mechaism
initializes afeedbak timer to expire aftert second, with

t = max (T'(1 + logy ), 0) (2)
where
z is auniformly distributedrancom varialie in (0, 1],
T is anupperlimit onthedelaybefae sendingeedbak,
N is anestimateduppe boundonthenumbe of recevers.

T is setto a multiple of the maxinum RTT of therecevers;
T = b t}4%. Thechoiceof b determiresthenumker of feed-
back paclets perroundthatwill be sentin worst-casecon-
ditions andthe feedlack delay undernomal conditins. In
Section2.54 we shav thatfor our puposeusefulvalues for
b lie betweerB and6. We usea defaut valueof 4.

The mechaism is relatively insensitve to overestimationof
the receiver setsize N, but undeestimationmay resultin a
feedtack implosion Thus, a sufiiciently large value for N
shouldbe chosen.In our simulationswe use N = 10, 000,
which seemgeasonale givenour scalinggoals.

Whilst this basicalgorithmis sufficientto preventafeedbak
implosion it doesnotensue thatreceverswith low expectel
rateswill be morelikely to responl thanreceizerswith high
rates. Evenif arecever canonly respondwhenits rate is
lessthanthe current sendingrate, this doesnot ensurethat
the lowest-raterecever will respmd quickdy whenconges-
tionworsensapidly.® Thusthesendewouldbeinsuficiertly
resposive to increaseaongestion.

To avoid this probdem, we biasthe feedkack timersin favor
of recevers with lower rates,while still allowing suficient

3In fad, recdverswith lower RTTs are incorrectly favored since they
recave thefeedbackrequesearier.

randonizationto avoid implosian whenall therecevers cal-
culatethe sameow rate. Sinceareceier knows the sendirg
ratebut notthecalculatedateof otherrecevers,agoad mea-
sureof the importanceof its feedlack is the ratio r of the
calculatedrateto the current sendingrate* Thereareseveral
waysto user to biasthetimers:

e Modify N: reducethe upper bourd ontherecever set.
e Offset: subtraceanoffsetvaluefromthefeedbak time.
e Modify x: redwcetherandaon value z.

All threealternatves causelow-raterecevers to repat ear
lier but they differ with respecto the degreeof biasingthey
causeandthe circumstancg under which a feedkack implo-
sionmightbepossible.

Whenmodfying N, its valueshouldnever bereduedto less
thanthe actualnumber of recevers n, sincerecevers send
an immediateresponsevith a probability of 1/N. In case
n < N, thenunberof feedbackesponsemcreasesinearly
in relationto n. If N is known to betoo large andit is thus
possibleto safelyredice IV, it makessenseo alwaysusethe
redued N for the feedlack suppressiorinsteadof using it

for thebiasing.

Usinganoffsetdecreasethetime for all corgestedrecevers
to respoml, but the prabability of a very shorttimer value is
not greatlyincrease@ndso suppessionstill works.

t' =T+ (1 —v)T - (1+logy z) (3)

~ deterninesthe fractionof T' thatshouldbe usedto spread
outthe feedbackrespoiseswith respecto the repotedrate.
Carehasto be takento ensurethat (1 — )T is sufficiently
largeto preventafeedackimplosion

With T (1 + logy rz) = T(1+ logy ) + T log r, thethird
caseis similarto thesecondcasewith adifferentoffsetvalue.
Also hereit isimportari to bourd theimpactof r onthefeed-
backtime.

Figurel shavshow thecumuative distributionfunction(CDF)
of thefeedlacktime changsfrom theoriginal CDF whenbi-
asingthefeedtack. A decrasein N correspadsto shifting
theCDFup, thusincreasingheprobability of earlyresponses
thatcanna be suppessed.In contiast,usinga fraction of T
as an offset rediwcesthe time over which the responsesre
spreadut, assumingheworstcaseof all receiersrepating
anoptimalvalue.

Thus,in TFMCC the feedbak timersarebiasedin favor of
low-raterecevers with an offsetasin Equation3. To clar
ify how this methodaffectsthefeedacktime, thetime-value
distribution of therecever setwithoutbiasingandwith timers
biasedwith an offset is depictedin Figure2. Suppessed
Feedbaclks markedwith adot,feedlackreceved atthesender

“Notethat0 < = < 1 sinceonly receierswith lower rates than the
currert ratesendrepors.
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is markedwith a crossandthe bestvalueof thefeedtackre-
ceivedis marked with a squae. Note that a uniform distri-
bution of the feedtack valuer aswasusedfor the grafh is
unlikely to occurin reality andis usedhereonly for the pur-
poseof demanstratingthe propertiesof feeackbiasing.

With the offset methal, the time interval available for sup-
pressioris smallerthanwith unbiasedfeedbak if the origi-

nal worst casedelayis to be maintained As a conseqgence,
the nunber of feeackmessagess higherwhenbiasingthe
feedlack timers. However, through the biasing,early feed-
backmessageandthusalsothebestfeedback/aluereceved

arecloserto optimal.
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Figure2: Time-valuedistribution

We canfurther optimizethe offset methodby truncting the
rangeof r to likely values,andnormalizing the resultingin-
tenalto [0,1]. In theimplementationjnsteadof r, we use

r' = (max(min(r, 0.9),0.5) — 0.5)/0.4)

Theeffectof thisis to startbiasingfeedtack only whenare-
ceier’srateis lessthan90%of the senders rate(this doesnt

significantlyaffectfairness)andto saturatehebiasif there-
ceiver’s rateis 50% of the sende's rate(sincereceiers with

evenlower rateswill take severalrourds for their lossmea-
suresto chargearnyway).

2.5.2 Canceling Feedback

Whenarecever seesechoedeedbak from anotherecever,
it mustdecidewhetheror not to cancelits feedlack timer.
Onepossibility is to rely comgetely on the feedtack timer
bias,andcancelthe timer on receiptof thefirst feedbak for
this rournd. Another possibilityis to cancelthe timer only if
theechoedeedlackindicatesaratelowerthantheratethere-
ceiverwantedto repot. Thelatterguaanteeshattherecever
with thelowestratewill alwaysgetto sendits feedbak, but
the former resultsin significantlylessfeedtacktraffic in the
worstcase.

A spectrunlies betweerthesetwo extremes:if therecever’s
calculatedrateis R.,;. andtheratefrom theechoedeedbak
is Ry, thenthetimer is canceledf Ry — Reqie < 0 Rys.
The former methal discussedabore correspondso 8 = 1
andthelatterto § = 0. As we chang 6 from zeroto one,we
redu@thechanceof hearingfrom theabsolutdowest-ratae-
ceiver, but alsoreduceheincreasen thenumter of feedbak
messagesAs showvn in [19], the expectednumler of feed-
back messageicreaeslogaithmically with n for § = 1.
For valuesof 8 < 1, this numker becomesapprximately
constanin thelimit for largen.
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Figure3: Differert feedlack cancellatiormethod

Theseresultsarecorrobomtedby the simulationsdepictel in
Figure 3. The graphshaws the numker of feedtack mes-
sagesin the first rourd of the worst-casescenariowheren
recevers (exced the CLR) suddely expeliencecorgestion.
The effects of 8 being 0.0, 0.1, and 1.0 are shavn. Val-
uesof @ arourd 0.1 resultin the desiredbehaior of only a
mauginally highernumter of feedlack messagesyhile the
resulting transienttransmissiorrate is no worse than 10%
highe thanit shoud be.

Theimprovementin sentfeedackvaluescausedy the bi-
asingin combnation with the abose feedbak cancellatio
methodresultsin a significantimprovemett of the charater
istics of the feedtack processover nomal exponentialfeed-
backtimers.



25.3 Feedback at Low Sending Rates

At very low sendingratesand high loss rates(which usu-
ally gotogethey, it is still possibleto geta feedlackimplo-
sion. Thefeedbak echafromthesendethatsuppressesther
feedlackis sentwith thenext datapaclet. Thus,whenthede-
lay befae thenext datapacletis sentis closeto thefeedbak
delay it will arrive toolatefor suppessionto work.

Thisproblemcanbepreventedby increasinghefeedackde-
lay T' in proportionto thetime interval betweerdatapaclets
whenthesendingate R ;...q is low:
S
Rsend

¢ beingthe numker of consecutie datapacletsthat canbe
lost without running therisk of implosion, ands the paclet
size.We recommendusingvaluesof ¢ betweer? and4.

T = bmax (t%’%’, (c+1)

25.4 Expected Number of Feedback M essages, Feedback
Delay, and Feedback Quality

The expectednumter of duplicae feedlack message&[f]
for exponentialfeedbacksuppessionis given in [7] as

- (e (-3 - (=)

where
n is theactualnumter of recevers,
T is the network delay(for unicastfeedlack chanrelsr =

maz
RTT/

T' is the maxinum feedlack delayusedfor suppression.
Assumingthe worst caseof r = 0 for all recevers, T' =

(1=T.

Whilst our primary concen is to avoid implosion avery low
numter of responsegsayl or 2) is alsoundesirable. Some
additioral responsegredly increasethe prabability of not
having a low-rate but the lowestrate recever respownl and
also provide RTT measurermntsto a larger nunber of re-
ceiers.

Figure4 shaws a plot of E[f] for differert valuesof T/ and
n, with N = 10, 000. Valuesof T" in therangeof roughly 3
to 4 RTTsresultin thedesirechumter of feedbak messages,
particulaly in thecomnonrangefor n of oneto two ordersof
magritudebelov N. For this reasonthe valueschoserfor v
andT in theTFMCC implementationarel/4 and4 ¢ 5% re-
spectvely. Giventhosechoicedor v andT’, we now examire
how well thefeedlackbiasingmethod achievetheadditioral
goal of low responsdime andhow closetherepatedrateis
to thatof thetruelowest-rae recever.

Figure5 compaesthefeedtack delayfor unbiasedxponen-
tial timerswith the basicoffset biasandthe modified offset
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Figure4: Expectechumter of feedbacknessages

thatusesr’ insteadof r. All threeshav the logaiithmic de-
creasdn resposetime with the numter of recevers typical
for feedbacksuppessionbasedon exponentialtimers. The
differencebetweenthe method is not great, with the mod
ified offset algolithm having a slight edgeover the reguar
offset.

Whenexamiring the ratesthat arerepoted in the feedbak

messageghe adwentageof the offsetmethals becoms ap-
paren. Figure 6 compresthe lowestrepated rate of the
feedlack messagesf a singlefeedbak round to the actual
lowestrateof therecever set.For examge, avalueof 0.1in-

dicateghatthelowestrepotedrateis on average 10%higher

after onefeedtack rourd thanit shouldbein the ideal case.
Rategepotedwith theoffsetmethod areconsideraly closer
to therealminimum thanthoserepatedwith unmadified ex-

ponential timers. Particularly whenr is adjusted apprari-

ately by the modifiedoffset methal, feedtackwill normally

bewithin afew percen of the minimum rate.Plainexponen-
tial feedbackshavs averagedeviations of nearly20% above

theminimumrate.

unbiased exponential
basic offset
modified offset ——— |

Response Time (in RTTs)
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Figure 5;: Comparisorof methalsto biasfeedtack

2.6 Slowstart

TFMCCusesaslowstartmecharsmto morequicky appoach
its fair bandvidth shareat the start of a session. During
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slowstart, the sendimy rate increasesxponentially whereas
normal congestioncontiol allows only alinearincrease. An
exponentialincreasecaneasilyleadto heary congestion, so
greatcarehasto be takento designa safeincrease mecta-
nism. A simplemeasureo this endis to limit theincreaseo
amultipled of theminimumrate R7%" receied by ary of the
recevers. Sincearecever cannever receve at a ratehigher
thanits link bandwidh, this effectively limits theovershooto
d timesthatbandwidh. Thetargetsendingrateis calculated
as
Rtarget — dRmm

send Tecy

andthecurrentsendingateis gradially adjustedo thetarget
rateover the courseof a RTT. In ourimplenmentationwe use
avalueof d = 2. Slowstartis termiratedassoonasary one
of therecevers expeiiencesdts first paclet loss.

It is necessaryo usea differern feedbak biasfor slowstart
sincereceverscanna calculatea TCP-friendy rate. For this
reasorwe Use:

r= Rrecv/Rsend

A repat from thereceverthatexperienceghefirst lossevent
canonly besuppressely otherrepatsalsoindicatingpaclet
loss, but not by repots from recevers thatdid not yet expe-
rienceloss. Thus, slowstartwill beterminatedno laterthan
onefeedtackdelayafterthelosswasdetected

In pradice, TFMCCwill seldomlyreachthetheorticalmax-
imum of adoulbing of thesendingrateperRTT for two rea-
sons:

¢ Thetamet sendingrateis increasednly whenfeed-
back from a new feedbak round is received. Thus,
doubling is notpossibleavery RTT, but every feedbak
delay whichis usuallymuchlargerthana RTT.

e Measurimg thereceverateover severalRTTsandgrad
ually increasingR sena to RE*79¢" gives aminimumre-

send
ceiverateattheendof afeedbackntenal thatis lower
thanthe sendingrate during thatinterval. Thus, set-
ting R'"9¢* to twice the minimum receve rate does

send

notdoube thecurren sendingate.

As is desirabldor amulticastpratocol, TFMCC slowstartbe-
havesmoreconseratively thancomparableunicastslowstart
mechaisms.

3 Protocol Behavior with Very
L arge Recelver Sets

The loss path multiplicity prodem is a well-known chara-

teristicof multicastcongestioncontrd mechanismghatreact
to singlelossindications from recevers on differert network

paths. It prevents the scalingof thosemecharsmsto large
recever sets. In [3], the authos proposeas a possibleso-
lution trackirg the mostcongetedpathandtakingonly loss
indicatiors from thatpathinto accoum. Sincethereportsof a
TFMCC recever containthe expectedratebasedon theloss
evert rateandRTT onthesinglepathfrom sendetto thatre-
ceiver, the protacol implicitly avoidsthelosspathmultiplic-

ity prodem. Yet TFMCC (andall othersingle-rateconges-
tion cortrol schemesinaybeconfinedto aratebelow thefair

rateif, ratherthantherebeinga singlemostcongestegbath,
thereis a paththatchangeover time. Thefastera multicast
congestioncontrd proto®l respond to transientcorgestion,
the more prorouncal is the effect of tracking the minimum

of stochastiovariatins in the calculatedrate at the different
recevers. For exanple, if lossto several receversindepen-
dently variesfairly quicky between0% and 10% with the
averag being5%, a congestioncontrd protacol may always
track the worst recever, giving a loss estimatethatis twice
whatit shouldbe.

A worst-casescenarioin this respectis a high numter of

recevers with indepemlentlossand a calculatedratein the
rangeof the lowest-raterecever. If n recevers experience
independentpaclet loss with the sameloss probability, the
lossintenals will have an exponentialdistribution. The ex-

pectedvalue of the minimum of n exponentially distributed
randon variables is proportiond to 1/n. Thus, if TFMCC

basedits rate calculationson a singlelossintenal, the aver-

agesendiry ratewould scaleproportionally to 1/ +/n (in the
caseof moceratelossrates,otherwiseevenworse). Therate
calculationin TFMCC is basedon a weightedaverag of m

lossintervals. Sincethe averageof exponentially distributed
randam variabless gamnadistributed,theexpectedossrate
in TFMCC is inversely proportioral to the expectedvalue for

theminimumof n gammadistributedrandon variabes.>

This effectis shavn in Figure7 for differert nurbersof re-
ceiversn with a constanfoss probalility. For uncarelated
lossat a rate of 10% anda RTT of 50 ms, the fair rate for
the TFMCC transmissioris around 300KBit/s. This sendiry
rateis reachedvhentherecever setconsistof only asingle

SForfirst orderstatisticsof thegammadistribution, no simpleclosedform
expressionsexists. Detals aboutthe distribution of the minimum of gamma
distributedrandan variablescanbe foundin [8].
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recever but it quicky drops to a valueof only a fraction of
the fair ratefor largern. For examge, for 10,0® recevers,
only 1/6 of thefair rateis achieved.

Forturately, sucha lossdistribution is extremely unlikely in
realnetworks. Multicastdatais transmittechlongthe pathsof
the distribution tree of the uncerlying multicastrouting pro-
tocol. A lossylink high up in the tree may affect a large
numter of recevers but the lossesare corrdatedand so the
above effea doesnot occur Whensomeof thoserecevers
have additianal lossylinks, the lossratesareno longe cor
related,ratherthe valuesare spreadout over a larger inter-
val, thusdecreasinghe nunberof recevers with similarloss
rates.To demorstratethis effed, we chosea distribution of
lossratesthat is closerto actualloss distributionsin multi-
casttreesin thatthereareonly alimited nunberof highloss
recevers while the majoiity of recevers will have moderte
lossrates® Here,a small number of recevers (proportioral
to alog(n), wherea is aconstant)s in the highlossrangeof
5-10%, somemote arein the rangeof 2%-3%, andthe vast
majority have lossratesbetween0.5%and2%. Undersuch
network conditiors the throudhput degradationwith 10000
recevers is merely30%. Thus, the throughpu degradation
playsa significantrole only whenthe vastmajority of paclet
lossoccurson the last hop to the receiversandthoselosses
amount to thesamelossrates.

It isimpossibleto distinguishbetweera“stochastic’decrease
in the sendingrate and a “real” decreaseausedby an in-
creaseccongestionlevel (otherwiseit would be possibleto
estimatethe effect and adjust the sendiry rate accodingly).
The degradationeffect can be alleviated by increaing the
numter of loss intenvas usedfor the loss history albeit at
theexperseof lessresponsieness.

6By no meansdo we claim that the chosa distribution exadly refleds
network condiionsin multicastdistribution trees.

4 Protocol Simulations

We implemened TFMCC in the n2 network simulator[2]
to investigde its behaior under contolled conditins. In
this pape, we canonly repat a smallfractionof the simula-
tionsthatwerecarriedout. In all simulationsbelow, drop-tail
queleswereusedattheroutesto ensureacceptale behaior
in the curren Intemet. Generally bothfairnessowards TCP
andintra-protocolfairnessmprove whenactive queung (e.g.
RED)is usedinstead.

4.1 Fairness

Fairnesstowardscompetirg TCP flows was analyed using
the well-known single-bdtlenecktopdogy (Figure8) where
anunberof sendily nodesareconrectedto asmary recev-
ing nodesthrough a comnon bottlereck. Figure9 shavs the

Receivers

Senders

Figure8: Topology

throwghpu of aTFMCC flow andtwo sampleT CPflows (out
of 15) from a typical examge of suchsimulations.Theaver
agethroughput of TFMCC closelymatcheghe averageTCP
throughpu but TFMCC achiesesa smootler rate. Similar re-
sultscanbe obtaired for mary othercombirationsof flows.
In generd the higher thelevel of statisticalmultiplexing, the
betterthe fairnessamorg competing flows. Only in scenar
ios wherethe numter of TFMCC flows greatly exceedsthe
numter of TCPflows is TFMCC moreaggressie thanTCP.
Thereasorfor thislies in the spacingof thedatapacletsand
buffer requrements:TFMCC space®ut datapaclets,while
TCPsendghemback-tebackif it cansendmultiple paclets,
making TCP more sensitve to nearly-ull quewestypical of
droptail quele managment.

If insteadof one bottlenek the topdogy hasseparatebot-
tleneckson the last hopsto the receiers, thenwe obsere
thethroudhputdegradationpredctedin Section3. Whenthe
scenariabove is modifiedsuchthat TFMCC competeswith
single TCP flows on sixteenidentical 1 MBit/s talil circuits,
then TFMCC achieres only 70% of TCP’s throughput (see
Figure10).
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4.2 Responsivenessto ChangesintheL ossRate

Animportart concernn thedesignof congestioncortrol pro-
tocolsis their respmsivenesgo changsin network cond-
tions. Furthemore,whenrecevers join andleave the session
it is important that TFMCC reactsuficiently fast shoulda
chan@ of CLR berequred. This behaior is investigaed us-
ing astartopdogy with four links having aRTT of 60 msand
lossratesof 0.1%, 0.5%,2.5%, and12.3% respectiely. At
the beginning of the simulationtherecever setconsistonly
of thereceverwith thelowestlossrate. Otherreceversjoin
the sessionafter 100 secondsat 50 secondintends in the
orderof their lossrates(lowerloss-rae receversjoin first).
After 250secondstecevers leave thetransmissiorin reverse
order againwith 50 secondintenals in between To ver
ify that TFMCC throudhputis similarto TCPthroudhput,an
additioral TCP conrectionto eachrecever is setup for the
duration of thewholeexpeiment.

As shaw in Figure 11, TFMCC matchs closely the TCP
throwghpu at all four loss levels. Adaption of the sendiy
rate when a new higherloss recever joins is fast. The re-
ceiver needs500-1000ms after the join to getenowgh pack
etsto compue a meanimgful lossrate. The major partof the
delayis causedy theexponentialtimerfor thefeedtacksup-
pressionwhichincreasesheoverall delaybefaeanen CLR
is chosento roughly oneto threeseconds. The experiment

"Notethat this high delayis causel by the useof theinitial RTT in the
feedtack suppressiomechansm. Onceall recavers have avalid RTT esti-
mate,the delay causeddy feedbak suppressin is muchshorter
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Figurell: Responsienessto changesn thelossrate

demastratesTFMCC's vely god reactvity to changsin
congestionlevel.

The delay befoe TFMCC assumeghat a rate-limiting re-
ceiver left the groyp andthe sendingrate can be increased
is configurable. Currerily, an absene of feedtack from the
CLRfor 10 x thefeedlackdelayis usedasanindicaion that
this recever left the groy. In caseexplicit leave messages
areusedwith the TFMCC protoml the delaycanbereducel
tooneRTT.

The samesimulation setting can be usedto investigde re-
sponsvenessto changs in the RTT. The results(not shavn
here)aresimilar to thoseabove, sinceall four receivershave
measuredheir RTT by the time the RTT changs, andthe
one-vay RTT adjustmentsmmedately indicatethis chang.

With largerrecever setstheamount of time thatexpiresuntil
a high RTT recever is found may be greater This effect is
investigatedn the next section.

4.3 Initial RTT Measurementsand Responsive-

nessto Changesinthe RTT

The nurber of recevers thatmeasurgheir RTT eachfeed-
backround depend onthenumter of feedlackmessageand
thuson the parametes usedfor feedlack suppession. Fig-
ure 12 shawvs how the numker of receverswith a valid RTT
estimateavolvesovertime for alargerecever setanda high
initial RTT value. Thelink RTTs for the 1000recevers vary
betweer60 msand140msandtheinitial RTT valueis setto
500 ms. A singlebottlereckis usedto prodiuce highly cor
relatedlossfor all recevers. Thisis the worst case sinceif
lossestimatesat thereceiversvary, it is oftenunne@ssaryto
measurehe RTT to the low-lossrecevers. Sincethe calcu-
latedrate of the receversstill usingtheinitial RTT is belov
thecurren sendingrate,atleastonerecever will getits first
RTT measurermentperfeedbak rourd until all recevershave
measuredheir RTT.

At the beginning of the simulation,the numker of recevers
obtainirg initial RTT measurerantsis closeto the expectel
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numterof feedtackmessageperfeedlackround Overtime,
as more and more recevers have a valid RTT, the numkber
of recevers that want to give feeack decreasesand the
rateof initial RTT measuementggradially dropsto onenew
measurerant perfeedbackound. While a delayof 200sec-
ondsuntil 7000f the1000recevershave measuretheirRTT
seemgatherlarge, oneshouldkeepin mind thatthis results
from having the samecongestion level for all recevers. If
somerecevers experierce higher lossrates,thoserecevers
will measureheir RTT first and TFMCC canadaptto their
calculatedrate. Undermostreal network condtions it will
notbenecessaryo measurehe RTT to all recevers.

In scenarioswith 40, 200 and 1000 recevers respectiely,
we investigde how long it takes until a high RTT recever
is found amory recevers with alow RTT whenall recever
expelienceindepemnlentlosswith the sameloss prokability.
Thex-axs of thegraphin Figure13 dendesthe poirnt of time
whenthe RTT is increasedluring the experimentandthe y-
axisshavstheamourn of time afterwhichthischargein RTT
is reactedupm by choasing the correct CLR. The later the
increasean RTT, the greder the nunber of recevers alreag
having valid RTT estimatesandthe expectedtime until the
high-RTT recever is selectedasCLR decreases.
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Figure13: Responsieressto chargesin the RTT
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4.4 Slowstart

The highest sendig rateachieved duiing slowstartis largdy
determired by the level of statisticalmultiplexing. On an
otherwiseemptylink, TFMCC will reachroughly twice the
bottlenek bandvidth beforeleaving slowstart,asdepictedn
Figure14. WhenTFMCC compeeswith a single TCP flow,
slowstartis terminaed at a rate below the fair rate® of the
TFMCC flow andthis rateis relatively independen of the
numter of TFMCC recevers. Already in the caseof two
competing TCP flows, and even more so whenthe level of
statisticalmultiplexing is higher the slowstartratedecreases
consideably whenthe numker of receiers increases.Most
of the increaseto the fair rate takes placeafter slowstartin
normal congestioncontrolmode.

2500 - only TFMCC s
one competing TCP +--=--+
high stat. mux. ——

2000 [ e

e *

1500
Fair Rate

1000

Max. Slowstart Rate (KBit/s)

500

512
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Figurel4: Maximumslowstartrate

We do not include an extra graphof the exactincreasebe-
havior of TFMCC compaedto TCP, sinceit canbe seenfor

examge in Figuresl5and16. TFMCC and TCP arestarted
atthesametime. TCP'sincreasdo thefair rateis veryrapid

while it takesTFMCC roughly 20 secondso reachthatlevel

of bandvidth.

45 Late-join of Low-rate Receiver

In the previous experimentswe investigaed congestioncon-
trol with moceratelossrates,expectedto be prevalentin the
applications domairs for which TFMCC is well suited. Un-
der somecircumstanes, the lossrate at a recever canini-
tially be mudh higher. Consideran examge whereTFMCC
operdesat afair rateof several MBit/s anda receiver with a
low-bandwidth connetion joins. Immedately after joining,
this recevver may experienceossratescloseto 100%. While
suchconditiors aredifficult to avoid, TFMCC shoud ensure
thatthey exist only for alimited amount of time andquicky
chosethenew receiverasCLR.

Theinitial setupfor thissimulationis aeight-membeTFMCC
sessiorcompetingwith sevenTCP conrectionsona8 MBit/s
link, giving a fair rateof 1 MBit/s. During the simulation a

8Thefair ratefor TFMCCin all threesimulaionsis 1 MBit/s.



new receier joins the sessiorbehind a separat€00 KBit/s
bottlenek from the senderfrom time 50 to 100seconds.

TFMCC doesnot have ary prodems copng with this sce-
nario,choosinghejoining recever asCLR within averyfew
secondsAlthough thelossratefor thejoining receveris ini-

tially vety high, the TFMCC ratedoesnot dropto zero. As
soonasthe buffer of the 200 KBit/s connetion is full, the
recever expeliencesthe first lossevert andthe losshistory
is initialized. Detailsabou the losshistoryinitialization pro-

cesscanbefoundin Apperdix B. Whenthefirstlossoccus,
therecever getsdataat arateof exadly the bottlenek band

width. Thus,thelossratewill beinitializedto avaluebelow
the 80% value and from thereadap to the apprriate loss
evert ratesuchthatthe availablebandwidh of 200KBit/s is
used.

Whenan additional TCP flow is setup usingthe 200KBit/s

link for the duratian of the experiment, this flow inevitably

expeliencesa timeoutwhenthe new recever joins the mul-

ticastgroyp andthelink is floodedwith paclets. However,

shortly afterwards, TFMCC adaptsto the available capac-
ity and TCP recoverswith bandwdth sharedfairly between
TFMCCandTCPR

We corcludethat TFMCC shavs goodperformanceandfair-
nessgvenuncder unfavorablenetwork conditions.
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Figurel5: Late-joinof low-raterecever
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5 Reated Work

To date,a nunber of single-ratemulticastcongestioncontiol
scheme$ave beenproposed.A prominentrecentexampe is
PGMCCIJ17]. It selectstherecever with the worst network
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condtions as a group represetative, calledthe acker. The
selectiomproessfor theacker mainly determins thefairness
of the pratocol, andis basedon a simplified versionof the
TCP throughput modelin Equation(4). Similarto TFMCC,
eachrecever tracksthe RTT andthe smoothe lossrate,and
feedsthesevalues into the mocel. The resultsarecomnuni-
catedto thesendeusingnormd randmizedfeedkacktimers
to avoid animplosion. If available,PGMCCalsomakesuse
of network elementgo aggraejatefeedtack.

Oncean acler is selecteda TCP-stylewindow-basedcon-
gestioncontrd algorithmis run betweenthe senderandthe
acker. Minor modfications compredto TCP conern the
separatiorof congestioncontrd andreliability to be ableto
usePGMCC for reliableaswell asunreliable datatranspaot
andthe hardling of out of orderpacletsand RTT charges
whenadifferent receieris selectedhstheacker.

As evidencel by the simulationsin [17], PGMCCcompetes
fairly with TCP for mary differentnetwork conditians. The
basiccongestioncontrolmechaismis simpleandits dynam
ics are well uncerstoodfrom the analysisof TCP conges-
tion contrd. This closemimicking of TCP’s window beha-
ior prodicesrate variatins that resembleTCP’s savtooth
like rate. This makes PGMCC suitedfor applicatios that
cancopewith largervariationsin the sendingrate. In con-
trast, the rate produced by TFMCC is generallysmootter
andmorepredctable,makingTFMCC well suitedto apgica-
tionswith moreconstraint®nacceptableatechangs. Since
the acler selectionprocessis critical for PGMCCS perfa-
mance PGMCC might benefitfrom usinga feedtack mech
anismsimilar to thatof TFMCC, basedon biasedexponen-
tially weightedtimers. To summaize, we believe that both
PGMCCandTFMCC presenvwiablesolutionsfor single-ate
multicastcongestioncontrd, targetedat somavhat different
application domains.

While PGMCCreliesonacongestionwindow, TCP-Emulation
at Recevers (TEAR) [16] is a combiration of window- and
rate-baedcongestioncontrd. It featuesa TCP-like window
emulationalgotithm at the recevers, but the window is not
usedto directly contol transmission. Instead,the average
window sizeis calculatedandtransfomedinto a smoothe
sendingrate, which is usedby the senderto spaceout data
paclets. Sofar, only a unicastversion of TEAR exists, but
themechanismcanbemademulticast-capbleby implemert-
ing a TFMCC-like scalablefeedlack suppessionschemeo
commuicatethe calculatedateto thesendeaswell asscal-
able RTT measurenms. The advartage of TEAR lies in
thefactthatit doesnot requie a modé of TCP with all the
necessarassumptiaosto compue a rate. However, for low
levels of statisticalmultiplexing, TEAR’s emulationassump-
tionsabou theindependeiceof losstiming from transmitrate
andof timeoutemulationmeanthatit sharesnary of thelim-
itationsof the TCP modelswe use. Thuswe do not expecta
multicastvariant of TEAR to behae significantly betteror
worsethanTFMCC.



6 Conclusions

We have describedTFMCC, a single-rde multicastconges-
tion cortrol mecharsm intendedto scaleto groysof several
thousan recevers. Perfoming multicastcongestion contiol

whilst remaining TCP-friendy is difficult, in particularbe-
causelCP’stransmissiomatedepenisonthe RTT, andmea-
suringRTT in ascalablenameris ahardprodem. Giventhe
limitations of end-teendprotomls, we believe that TFMCC
represets a significantimprovemern over previous work in

thisarea.

We have extersively evaluatedTFMCC throwgh analysisand
simulation,andbelieve we have a goodundestandingof its
behaior in awide rangeof network conditins. To sumna-
rize, we believe that uncer the sort of conditiors TFMCC
will expeliencein the real-word it will behae ratherwell.
However we have alsoexamired certainpathdogical cases;
in thesecaseghe failure mock is for TFMCC to achieve a
slower thandesiredtransmissiorrate. Giventhatall proto
cols have bourds to their goad behaior, this is the failure
modewe would desire asit ensureshesafetyof thelnterret.

An imporitant part of ary researchis to identify the limita-
tions of a new design TFMCC'’s main weaknesss in the
startupphase- it cantake a long time for suficiently mary
receversto measuetheirRTT (assumingve cannotuseNTP
to provide appioximate default values). In addition with
largereceversets, TCP-styleslowstartis notreallyanappre
priatemechaism, andalinearincreasecantake sometimeto
reachthecorred operatimg poirt. However theseweakresses
are not specificto TFMCC — ary safesingle-ratemulticast
congestioncontrd mechaism will have thesesamelimita-
tionsif it is TCP-compatible. The implication is therefae
thatsingle-rae multicastcongestioncontol mechanisméke
TFMCC are only really well-suitedto relatively longdived
datastreams. Forturately it also appearsthat mostcurrent
multicast applicatims such as stock-pice tickers or video
streamingnvolve just suchlong-liveddata-strea

6.1 Future Work

We planto pursuethis work furtheron several fronts. While
large-scalemulticastexpelimentsare hardto performin the
realworld, we planto deploy TFMCC in a multicastfilesys-
temsynchramizationapplication(e.g.rdist)to gainsmall-scale
expeliencewith arealapplication

Somereliable multicastprotacols build an applicationlevel
tree for acknavledgment aggegation We have devised a
hyhrid rate/windev-basedvariart of TFMCC that usesim-
plicit RTT measuementcombineal with suppessionwithin
theaggegation nodes. This variart does not needto perform
explicit RTT measuementor endto-endfeedlack suppes-
sion. Whilst at first glan this would seemto be a big im-
provementover the variart in this papey in truth it moves
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the conplex initialization prodem from RTT measurenmat
to scalableack-treeconstretion, which sharesmary of the
prodemsposedby RTT measurerant. Still, this seemgo be
apraomisingadditioral line of research.

Finally, the basicequationbasedrate contoller in TFMCC
would also appearto be suitablefor usein receverdriven
layeredmulticast,especiallyif combired with dynanic lay-
ering[4] to eliminateprdblemswith unpiedictablemulticast
leave lateng.
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A Usingthelnitial RTT for the Aggre-
gation of L oss Events

Usingtheinitial RTT for theratecompuationbeforea valid
RTT measurerantis obtainel is safesinceit leadsto alower
calculatedrate. In contrastusingtheinitial RTT for the ag-
gregationof lostpacletsto losseventsresultsn moreagges-
sive pratocol behaior. In this sectionwe argue thatthesetwo
effectscanceleachotheroutin mostcasesandtheinitial RTT
canbeusedfor bothpurposes.

Theinitial RTT only hasanimpactonthelossevert ratewhen
separatdossintenvas are meiged into a single lossinterval
(i.e. more thanone paclet is lost per RTT). From Equation
(1), thenunberof losseverts perRTT is

1
V5 +12¢/ %2 (1+32p?)

The corresponéhg curwe is plottedin Figure17. The maxi-
mumyvalueis apprximately0.13lossevents perRTT. Thus,
whenmultiple lossesareaggrejatedto form alossevert and
alossevert occursduring eachRTT, this condition canper
sistsonly for ashortperiodof time. TFMCC will reducethe
sendingratedueto the high lossevert rateuntil the number
of losseverts perRTT is smallerthan0.13

lpTT =

0.14

0.12 r

0.1 -

0.08

0.06

Loss Events / RTT

0.04

0.02

0.01 0.1
Loss Event Rate

0 .
0.0001 0.001

Figurel7: LossEvernts perRTT

Evenduring thetransitiontime,a TFMCC flow with anRTT
estimatehatis toohighwill behae moreconseretively than
a similar flow with a correctRTT estimate. The size of the
lossintenals canonly increasen proportion to the ratio of
theinitial RTT to thetrue RTT. Using Equatia (4), aninitial
RTT thatis too high by a factor of ¢ will allow for a loss
rate that is too low by a factor of ¢?2 resultingin the same
throwghpu. Theratecalculatedattherecever will therefae
still be conserative. Numericalanalysisindicatesthat this
alsoholdsfor the complex TCP mockl (1) whenloss event
ratesarelessthanappoximately10%.

For thesereasonsit is safeto usea highinitial RTT to both
aggr@atelossedo losseverts aswell asto computetherate.



The losshistory mustbe remodéed afterthe first valid RTT
measurerantis obtaired,otherwisetheratecalculatedy the
recever will be too high. Whenthe lost paclets and their
timestampsare known, the correctloss intervals can easily
be deterninedbasednthe measued RTT ratherthanof the
initial RTT. This processcanbe optimizedby storinginfor-
mationabou someof the morerecentlylost pacletsandap-
proximatingthe correct distribution of lossintervals.

B InitializingtheLossHistory

Whena receier registersits first loss evert, the nunber of
pacletsreceved thusfar usuallydoesnot reflectthe current
lossrate. For exampe, whenthe sendingrateis constraind
by a lowerrate CLR, a recever may not experiencepacket
lossfor along periodof time. Insteadof thenumbe of pack
etsreceved befae the first loss evert, the sendiig rate at
which the first paclet lossis experiercedcanbe usedasan
indicata of the bottlenek bardwidth. Slowstartresultsin
an overshootto a maximum of at mosttwice the bottlene&
bandvidth. Thus, a more mearngful initial lossinterval [
canbeobtairedby usingtheinverseof Equatia (1) with half
thesendingratewhenthefirst losseventoccured.

The mecharsm canbe facilitatedby usingthe inverse of a

simplifiedTCPEquation(4) presentedh [11], whichis easier
to compue thanthe inverse of Equatian (1) andresultsin a

slightly moreconserative estimate:

cs
tRTT/D

(

wherec is aconstanusuallysetto 1/3/2.

Trcp

cSs

p

2
__ % ) withlp=1
Trcp - tRTT) 0 /P

However, if arecever is still usingtheinitial RTT whenthe
firstlosseventoccus, it will uncerestimatéhelosseventrate
andtheinitial lossinterval will betoo large. Whenthe cor-
rectRTT is determired later, the recever will consegently
overestimatethe fair rate. The initial lossintenal mustbe
adjustedif it is still in the loss history whenthe first RTT
measurerant is obtaired. The adjustedfirst lossintenal 1|
canbecalculatedas
I (

usingthesimplified TCP equatia.

tRTT

#)

tinitial
RT

I =

C StoringthePreviousCLR

As anoption, the sendercankeepinformationaboutthe pre-
vious CLR afterswitchingto anew CLR. In casethe switch-
over is only tempaary, it is possibleto immedately switch
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backto the old CLR without the needof further feedtack.
Possiblecausedor transientswitching of the CLR include
short-tem congestioror inaccuate one-way delay RTT ad-
justmentsHere,thenew expectedatemayquicky increases
above the expectedrateof the previousCLR.

Storingthis additioral informationwill alwaysresultin more
consenrative TFMCC behavior. In particular whennetwork
condtions for thenew CLR aswell astheold CLR improve
simultaneasly, TFMCC will switch backto the old CLR
before increaing the sendimy rate. Sincethis resultsin a
delayedreactionto improved network conditiors, the infor-
mationabou the old CLR shouldbetimed out after a short
amount of time (ontheorder of afew RTTS).

D Additional Smulations

In this sectionwe presenta nunber of simulators left out of
themain TFMCC paperf20] for lack of space.

D.1 Asymmetric Paths

Simulatiors with additioral traffic or different network con-
ditionsonthereturnpathfrom therecever helpto verify that
the protacol behaes as expecteduncer the conditiors en-
courteredin real networks. Figure 18 shavs throudhput of
4 TCPflows anda TFMCC flows with anadditinal 0, 1, 2,
and4 TCPflows onthereturnpathfrom the 4 recevers.
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Figure18: Competimg traffic onreturnpaths
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None of the simulationsdiffer from the casewhereno re-
turn traffic is preseh Dueto the cumulative natureof TCP
ACKs, TCP throughput decreasesnly whenthe congestio
on the returnpathreackesvely high levels. The throughput
of TCP flows with 0% loss, 10% loss, 20% loss, and 30%
lossis depictedin Figure 19, togetherwith a TFMCC flow
with recevers at eachof the four nodes.In contrastto TCPR,
TFMCC is insensitive to thelossof recever reportsandthus
throughpt is unafected.
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D.2 Responsiveness

Section4.2 gave an overview of TFMCC's behaior in case
receverswith differert lossrategoin thesessionln addition
it is of interesthow TFMCC reactso changsin theRTT and
to changsin the numker of flows.

For theresponsienesto delay a simulationsetupsimilar to

theonein Section4.2is used whereinsteadof thelossrate
thedelayof thelinks is setto 30ms,60ms,120ms and240ms
respectrely. Again,receversjoin themulticastsessionn the
orderof their RTT. From Figure 20 we can seea behaior

verysimilarto theonedepictedn Figurell. Thesmallnum

berof receversguaanteeghatthe correct CLR is choseral-

mostinstantanewosly. For simulationswith severalhurdreds
or thowsandsof recevers, thedelaybefore thecorrectCLR is

choserincreasedn casealargenumter of therecevers have
notyetmeasuedtheirRTT (seeFigurel3). SinceTFMCCis

suitablefor longlivedflows ratherthanshortconrectionswe

exped this delayto be noticealte only for a limited amount

of time afterthe startupof the flow.
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Figure20: Responsienessto network delay

To demastrateTFMCC's reactionto anincreasen thenum
berof flows (andthe correspnding increasen thelossrate),
aTFMCC flow is run over alink with 60msround-trip delay
and 16MBit/s capacity At 50 secondintenvals, severd ad-
ditional TCP flows arestarted. First 1 additioral flow is set
up, then2, then4, andthen8, suchthatthe total number of
flows douwbles every 50 second. In Figure 21, the ratesof
TCP flows startedat the samepoint in time are aggrejated
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to improve readdility. TFMCC aswell as TCP shav the
desiredbehaior of settlingat an averag bandvidth of half
of thatof the previousintenal. As expected,TFMCC reacts
onalonger timescalethanTCR wherdy thetime it takesto
adaptdeceasesvith anincreasinghunber of flows. Overall
fairnesdgs acceptablavith a slightly too aggressive TFMCC.
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Figure 21: Responsienesso increasedongestion
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