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Abstract

Video coding for Internet applications faces major
challenges. Due to the heterogeneity of the net-
work, users with very different access bandwidths
to the Internet want to be satisfied by the high-
est possible quality of their real-time application.
A good coding scheme for layered video asks for
maximization of the subjective visual quality at a
given bandwidth, for scalability and coding com-
plexity. In this article, we discuss and evaluate
different policies for layered wavelet video coding.
A heuristic of the actual bit rate originating from
our implementation, the degree of scalability, and
the visual quality of the coded video lead us to
pronounce parameter setting recommendations.

Keywords: Layered video, Wavelet coding, Lay-
ering policy.

1 Introduction

Streaming video is one of the most promising In-
ternet applications of the future. Nevertheless, a
major drawback for rapid deployment is the hetero-
geneity of the Internet. The available bandwidth
is a major parameter for the quality of real-time
streaming applications: the more bandwidth avail-
able, the better the quality of the video. But avail-
able bandwidth varies from user to user. Conse-
quently, an encoded video stream should be scal-
able for different network capacities. This is real-
ized through layered video streaming. The subdi-
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vision of an encoded data stream into different lay-
ers enables the user to receive (in the ideal case)
exactly as much data as his/her individual facili-
ties allow. The more layers received, the better the
quality of the video will be.

The goal of good scalability leads us to search
for a good layering technique: new algorithms fo-
cus on the Discrete Wavelet Transform (DWT). Its
construction through multiresolution analysis re-
flects the frequency resolution of human visual per-
ception: lower frequencies are resolved well, while
high frequencies are only loosely resolved. More-
over, wavelet—transformed coefficients in the scale
space contain not only frequency information, but
also information about the region of the original
image that they encode. This mixture of frequency-
time information can be successfully exploited in
layered wavelet coding. Moreover, the DWT is
of complexity O(n). Boundary problems require
some clever dealing with the edges of a signal. Nev-
ertheless, the DWT is fast enough to allow real-
time applications.

In this article we discuss three different layering
policies for a wavelet—encoded video. Based on the
parameters information rate, bit rate, scalability,
and human visual perception, we develop a recom-
mendation according to which the different units of
information are distributed over the different layers
of the video stream.

This article is organized as follows. After the
presentation of related work in Section 2, we briefly
explain the philosophy of hierarchical video coding
in Section 3. Section 4 introduces the theory of
wavelet transforms and explains how wavelet ana-
lysis and synthesis are being implemented via filter
banks. The discussion of video layering in Section 5



constitutes the kernel of this article. We describe
the parameters of a wavelet video encoder, and we
detail the different policies for wavelet—encoded vi-
deo layering which we evaluate in the following.
The experimental setup of our implementation is
described in Section 6. Our results in Section 7
precede a heuristic for the actual bit rate of the
different layering policies. Recommendations for
the choice of parameters in layered wavelet video
coding are presented in Section 7.3. The article
concludes with an outlook in Section 8.

2 Related Work

This article deals with layered wavelet video encod-
ing and thus exploits findings of earlier works in the
area of layered video algorithms. In [9] a number of
typical approaches for layered video encoding are
described which — similar to our approach — carry
out scaling in the spatial domain. They can be
split into two categories: layered DCT and pyra-
mid coding.

Layered DCT approaches transform the video
signal into the frequency domain. Unlike conven-
tional compression methods, the DCT coefficients
are not entropy encoded in a single step, rather
they are distributed over several layers. Again two
typical methods can be mentioned: (1) In the lay-
ered frequencies approach each 8 x 8 block of each
image of the video is transformed using the DCT.
Afterwards, the coefficients are quantized but they
are not entropy encoded in a single step, rather
they are grouped into subsets each of which is then
entropy encoded on a different layer. (2) In the
layered quantization approach each block of each
image is also transformed. Afterwards the DC co-
efficient is quantized in a single step and the result-
ing value is encoded in the base layer. But instead
of quantizing the AC coefficients in a single step,
the precision of the value is gradually progressed.
For example in the “Progressive JPEG standard”
[10], each AC coefficient is refined one bit at a
time. Although this technique is widely used in
the Web, the successive reconstruction is quite time
consuming. Therefore, [1] defines a more general
approach called LDCT. Here, AC coefficients are
encoded with 9-bit accuracy and split into four
groups. The first group contains the three most
significant bits of each coefficient, while the re-

maining three groups encode two bits each. Each
group is transmitted on a different layer. At the
decoder side the AC coefficients are reassembled.
If the decoder receives only the base layer a coarser
image can still be reconstructed.

Pyramid encoding approaches are first mentioned
in [4]. Here, a downscaled version of the original
image is coded on the base layer. The downscaled
image is then upscaled to its original size and com-
pared to the original. The difference is coded on
the enhancement layer, resulting in a two-layer hi-
erarchy. In order to gain more than just two layers
the algorithm is recursively repeated. The philos-
ophy of pyramid encoding bears similarities to the
separable discrete wavelet transform in two dimen-
sions, which is deployed in this article.

The new image coding standard JPEG2000 [6]
[11] is also based on the wavelet transform. It
supports two different component transformations:
the irreversible component transformation is im-
plemented via the Daubechies 9-tap/7—tap filter
[2], and the reversible component transformation
uses the Daubechies 5-tap/3—tap filter. The stan-
dard works on image tiles, thus partitions the orig-
inal image into blocks. It enables the definition of
regions of interest (ROI), so that certain ROIs of
the image can be coded with better quality. Quan-
tization and arithmetic entropy encoding optimize
the output bit stream.

In [12] a real-time software implementation of a
scalable video codec is presented. It relies on fast
subband filtering of the original image with linear
phase filters. The focus of this article is on entropy
encoding rather than on the transform: the authors
find arithmetic coding to be a major bottleneck in
real-time applications. Speed is improved by re-
placing the arithmetic coding part with hierarchi-
cally stored block decoding.

In [3] the authors describe a layered video trans-
mission system based on IP multicast. Video en-
coding is done with the subband codec described in
[12], and Active Network technology is used to sig-
nal the available link bandwidths and to perform
packet filtering in the multicast distribution tree.

3 Motivation for Hierarchical Video Coding

Common video encoding and compression techniques
allow the adaption of the compression rate and
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Figure 1: Layered data transmission in a hetero-
geneous network. The sender sends the base layer
plus all enhancement layers. Each receiver chooses
how many layers he/she can receive according to
the bandwidth available.

thereby of the quality of the video to the (network)
resources of a single receiver. These techniques fail
if a video is transmitted simultaneously to several
receivers with different network capacities. In or-
der to solve this problem, hierarchical or layered
encoding schemes have been developed. The idea
of these schemes is to encode video signals not only
into one but into several layers. Each layer [; de-
pends on all lower layers lg, ..., [;_1, thus it can only
be decoded together with these lower layers. Each
layer adds to the quality of the transmitted video,
and each participant receives a certain number of
layers, depending on his network resources. Fig-
ure 1 demonstrates an example scenario.

4 \Wavelet Transform and Filter Banks

A wayvelet is a compact function that vanishes out-
side a certain interval. The WT offers high tempo-
ral localization for high frequencies while offering
good frequency resolution for low frequencies [5].
This is the reason why the WT is especially well
suited to analyze local variations like in still im-
ages or in videos: a high—frequency part of an im-
age (e.g., a transition from colored foreground to
black background) will be analyzed by short, high—
amplitude wavelets. Low variations (e.g., color
within the same object) will be analyzed by long,
low—amplitude wavelets.

An important step in the application of wave-

let theory in multimedia applications, the transi-
tion from the mathematical theory to filters, has
been presented by Mallat [8] through multiresolu-
tion. A multiresolution analysis is implemented via
high—pass filters (~ wavelets) and low—pass filters
(~ scaling functions). Low-pass filters let all fre-
quencies pass that are below a cut-off frequency,
whereas the remaining frequency components are
removed from the signal. High-pass filters work
vice versa. In this context, the wavelet transform
of a signal can be realized with a filter bank via suc-
cessive applications of a 2—channel filter bank con-
sisting of high—pass and low—pass filters: the detail
coefficients of every recursion step are kept apart,
and the recursion starts again with the remaining
approximation coefficients of the transform.

5 Video Layering

Scaling video decoders that are running at a vari-
able bit rate all face the same problem: if the
bandwidth at a specific moment is not sufficient
for the reception of all layers, the data has to be
scaled in either the spatial domain (i.e., discard-
ing coefficients in spatial resolution), in the time
domain (i.e., discarding frames), or in a hybrid
spatial-temporal mixture [7]. In this paper we fo-
cus on spatially scaled video. The video sequence
is thus regarded as a sequence of still images, and
the DWT is performed on each single image.

In the video wavelet coding process, and the
subsequent classification of the information into
different layers, the following steps have to be per-
formed: analysis, i.e., the calculation of the wavelet—
transformed data, layering, i.e., a strategy to assess
the wavelet data in decreasing order for human per-
ception, and synthesis, i.e., the application of the
inverse wavelet transform that results in the de-
coded video. These three steps are demonstrated
in Figure 2.

5.1 Parameters

A wavelet—-encoded video has numerous parame-
ters: choice of the wavelet filters, decomposition
depth of the analysis (i.e., number of recursions on
the low—pass filtered part of the signal), recursion
type (standard or non—standard), and layering po-
licy. Obviously, the most important information of
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Figure 2: The process of layered video wavelet coding: the analysis (here: decomposition into 3 levels of
recursion) is followed by a subdivision into different layers. The synthesis of the wavelet coefficients finally

results in the decoded video sequence.

a video has to be stored in the base layer Iy, and
less important information has to be stored step-
wise in the enhancement layers [;. But the ranking
of the importance of the information depends on
the layering policy.

5.2 Layering policies of DWT

The layering of wavelet-transformed data can be
carried out according to the following policies (see
also Figure 3).

Policy 1: Blockwise. In Section 4 we have men-
tioned that with wavelet decomposition, the low
scales in the multiscale analysis approximate best
the frequencies that are most important for hu-
man visual perception. Consequently, the layering
and its respective synthesis work just the other way
round: the low—pass filtered parts are synthesized
first, and if there is still capacity for further syn-
thesis, the high—pass filtered blocks are successively
included in the decoding process.

Policy 2: Mazimum coefficients. One could claim
that the philosophy of a wavelet decomposition is
to concentrate the energy of a signal (and thus the
information most important to human perception
of video) in those coefficients in the time—scale mix-
ture of the wavelet domain that have maximal ab-
solute value, no matter where these coefficients are
located in the wavelet—transformed space. Conse-
quently, the layering should look for the coefficients
whose absolute value is above a certain threshold.
Subsequent layers are filled with the difference data
at increasing thresholds.

Policy 3: Mixture: low—pass plus mazimum co-
efficients. A compromise would be to always syn-
thesize the low—pass filtered part of a video (to
be put in layer ly), and if bandwidth allows, to

add successively coefficients with high absolute val-
ues, no matter where they are situated in the scale
space.

We have implemented the three policies and dis-
cuss the results in Section 7.

5.3 Scalability

The three layering policies presented above differ
strongly in granularity. The blockwise policy is the
coarsest one. One block of decomposition level 1
contains 1/4 = 25% of information, a block of de-
composition level 2 contains 1/16 = 6.25%, and a
block of level 3 contains 1/64 = 1.5625% of the in-
formation. Consequently, the granularity of the
blockwise layering policy is restricted to the in-
formation levels 75%, 50 %, 256%, 18.75%, 12.5%,
6.25%, 4.6875%, 3.125%, 1.5626%,. . . (see Table 1).

While policy 2 is almost infinitesimally scalable,
the mixed policy requires that the percentage of
information be at least as high as the size of the
low—pass filtered part of the signal. When the per-
centage is exactly as high as the low—pass filtered
part, the mixed policy is identical to the blockwise
policy®.

Another phenomenon shall shortly be mentioned:
the visual quality of policies 2 and 3 depends highly
on the decomposition depth of the image. This re-
sults from the fact that coefficients in a wavelet
space where no decomposition has been executed,
(or only a very rough one) still contain too much
locality information. A low information percentage
for synthesis might then result in many image pix-

1Example: as 1.5625% is just the size of the low—pass filtered part
of the image in three decomposition levels — and no additional infor-
mation is allowed — the results of policy 1 are identical to the results
of policy 3 according to the construction scheme (see Table 1, last
column).



(a) Policy 1. Blockwise: In-
verse order of the decompo-

(b) Policy 2. Maximum co-

efficients, no matter where
sition. they are located.

(c¢) Policy 3. Mixture: low—

pass filtered part plus maxi-
mum coefficients.

Figure 3: Layering policies of a wavelet—transformed image with decomposition depth 3. The information

percentage is set to 4.6875% (i.e., 3 blocks).

(a) Decomposition depth = 1.

(b) Decomposition depth = 2.

Figure 4: Frame 21 of the test sequence ”car”, decoded with the layering policy 2 at 6.25% of the infor-
mation. (a) was synthesized after one decomposition step, (b) was synthesized with the same amount of
information, but after two decomposition steps. The original image is shown in Figure 6 (a).

els obtaining no information at all and thus staying
gray instead (see Figure 4).

6 Experimental Setup

For our layered video codec, we have implemented
a motion—wavelet encoder and decoder for images
in CIF (Common Intermediate Format) format on
a Linux machine. The coding language is C++.
We have implemented all orthogonal Daubechies
wavelet filters from filter length 2 (Haar filter) to
filter length 40 (Daubechies—20). For boundary
treatment, we have implemented circular padding,
i.e., the missing signal values on one edge of the

signal are taken from the other edge. This is the
only padding strategy that does not ”blow up” the
wavelet domain. QOur test sequences contain 225
color frames. The two dimensional DWT has been
realized via tensor product: all Daubechies wavelet
filters are separable, so that the 2—-d DWT is imple-
mented by filtering the frames with the low—pass
filter (resp. high-pass filter) first horizontally, and
then vertically. The recursion has only been car-
ried out on the purely low—pass filtered part (i.e.,
non-standard decomposition). As the recursion
stops when the length of the wavelet—transformed
signal reaches filter length, only 3 recursions have
been possible for the longer Daubechies filters. To



get comparable results, we have stopped recursion
for all filters at this level.

7 Results

A good video coding scheme asks for best subjec-
tive quality at a given compression rate. Since
subjective testing is very labor—intensive, time con-
suming, and hard to evaluate, earlier research has
attempted to devise parameters to automatically
evaluate the perceptual quality of a video. Hu-
man visual perception of a video sequence is still
not totally understood. It proves nevertheless to
be very sensible to edges and ”objects”. The vi-
deo metric presented in [14] is used as a standard
for many evaluations. Another sophisticated met-
ric for automatic video assessment is presented in
[13]. We have implemented and tested both met-
rics, but have not been convinced by either; for de-
tails please refer to [7]. The measure of distortion
between the original sequence and a decoded se-
quence used in this article is thus the peak—signal-
to—noise ratio? (PSNR), measured in decibels.

7.1 \Visual quality

The evaluation of the three layering policies was
carried out with comparability in mind: i.e., at
the percentages of coefficient information that the
blockwise layering policy meets (cf. Section 5.3).
As the WT always produces many detail coeffi-
cients close to zero, visual quality for the upper
percentages (75%, 50%, and 25%) was excellent for
all policies and all filters. Thus, Table 1 shows the
evaluation of visual perception only of the inter-
esting lower information levels. Figure 5 is based
on the values of Table 1. The distinction between
different wavelet filters has been removed and has
been replaced by the average PSNR value of the
six wavelet filters at the given percentage.

Note that the perceived quality increases with
increasing PSNR. In other words, higher values
stand for higher quality. Table 1 clearly shows

2The PSNR of each frame j has been calculated as follows:

> 2557
10 - log 2y ,
2., (0rgs (@, ) — dec; (z,7))?
where org; (z,y) depicts the pixel value of the original frame j at

position (z,y), and dec;(z,y) denotes the pixel value of the decoded
frame j at position (z, y).

that visual perception (generally) increases with
increasing filter length. This is known from theory
and practice. A closer look at the values of the
PSNR, however, shows that the PSNR sometimes
decreases with increasing filter length. This phe-
nomenon appears at a low information rate only.
The explanation is that the synthesis of little infor-
mation necessarily has to be erroneous, and longer
filters broaden the influence of such erroneous wave-
let coefficients.

Moreover, Table 1 and Figure 5 demonstrate
that the visual perception of both policies 2 and
3 is very similar, and much better than the per-
ception of the images synthesized blockwise.

Figure 6 shows the frame 21 of our test sequence
”car”. This test sequence contains a lot of sharp
edges (lantern, pile, house in background, adver-
tisement ”&”) while at the same time being com-
posed of large uniform areas (house, cars, street,
pavement). The frame has been decomposed into
level 3. While images (d) and (e) do not show large
differences, (c) is clearly blurred. As both layering
policies 2 and 3 allow the synthesis of detail infor-
mation in low layers, the reconstructed image con-
tains parts with high spatial resolution (i.e., sharp
edges) — note especially the ”&” in the advertise-
ment. In contrast, less important parts, such as
the tree leaves, are resolved worse than in (c).

7.2 Bit rate

Besides the visual quality, the produced bit rate
of a layering policy is an important factor. The
bit rate depends heavily on the entropy encod-
ing algorithm though. DCT-based compression
algorithms like JPEG and MPEG usually use run
length and Huffman encoding in order to compress
the DCT coefficients. Since our layering policies
lead to a huge number of zero—valued coefficients
in the wavelet scale space, we assume that the same
techniques (run length and Huffman) lead to good
compression rates of the wavelet coefficients. Thus
we suggest the following simple compression ap-
proach:

The coefficients of each recursion step in the
wavelet analysis (see Figure 2) are handled sep-
arately. Starting with coeflicients of the low—pass
filtered part (“upper left corner”), the coefficients
are processed from left to right and from top to



Quality of visual perception — PSNR

Percentage of maintained coefficients

18.75% 12.5% 6.25%
Wavelet | pol. 1 ‘ pol. 2 ‘ pol. 3 || pol. 1 ‘ pol. 2 ‘ pol. 3 || pol. 1 ‘ pol. 2 ‘ pol. 3
Haar 47.185 | 69.257 | 69.210 || 43.892 | 63.085 | 63.008 || 41.004 | 54.628 | 54.385
Daub-3 | 47.260 | 68.347 | 68.311 | 44.468 | 62.024 | 61.956 || 40.988 | 53.535 | 53.280
Daub-6 || 48.393 | 67.111 | 67.073 || 45.225 | 60.887 | 60.835 || 42.079 | 52.89 | 52.723
Daub-10 || 47.958 | 65.215 | 65.183 || 44.923 | 59.087 | 59.018 || 41.802 | 51.052 | 50.863
Daub-15 || 48.664 | 64.312 | 64.273 || 45.339 | 58.388 | 58.313 || 41.717 | 50.796 | 50.593
Daub—20 || 48.295 | 62.992 | 62.960 || 45.153 | 57.173 | 57.101 || 41.656 | 49.816 | 49.627

| average || 47.959 | 66.205 | 66.168 || 44.833 | 60.107 | 60.039 | 41.541 [ 52.12 [51.912 |

4.6875% 3.125% 1.5625%
Wavelet | pol. 1 ‘ pol. 2 ‘ pol. 3 | pol. 1 ‘ pol. 2 ‘ pol. 3 | pol. 1 ‘ pol. 2 ‘ pol. 3!
Haar 40.57 | 51.505 | 51.088 || 39.047 | 47.341 | 46.435 || 35.210 | 40.882 | 35.210
Daub-3 || 40.609 | 50.596 | 50.190 | 39.214 | 46.685 | 45.899 || 37.235 | 40.757 | 37.235
Daub—6 || 41.64 | 49.969 | 49.599 | 40.077 | 46.275 | 45.602 || 37.041 | 41.253 | 37.041
Daub-10 || 41.372 | 48.428 | 48.133 || 39.701 | 45.272 | 44.743 || 36.734 | 40.441 | 36.734
Daub-15 || 41.291 | 48.176 | 47.850 || 39.644 | 44.951 | 44.370 || 36.817 | 40.136 | 36.817
Daub-20 || 41.237 | 47.371 | 47.096 | 39.610 | 44.371 | 43.880 || 36.882 | 40.038 | 36.882

average || 41.120 | 49.341 | 48.993 || 39.549 | 45.816 | 45.155 || 36.653 | 40.585 | 36.651 ||

Table 1: The PSNR of frame 21 of the test sequence ”car” for different decoding policies and different
percentages of restored information. Policy 1 denotes the policy of reversing the analysis and taking entire
decomposition blocks in reverse construction order into consideration. Policy 2 only regards the highest
absolute values in the wavelet space. Policy 3 requires the low—pass filtered part of the decomposition and
fills the remaining information with the highest absolute values. See also Figure 5 for a better visualisation.
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Figure 5: Run of the curve of the average PSNR value of Table 1 for different percentages of maintained
wavelet coefficients. While the perceived qualities of policies 2 and 3 are so close that both curves appear
identical, policy 1 produces by far the lower quality.



(a) Original frame. (b) Wavelet—transformed.

(c) Policy 1: blockwise synthesis. (d) Policy 2: maximum absolute coefficients.

(e) Policy 3: mixture of both.

Figure 6: Frame 21 of the test sequence ”car”. (a) shows the original frame. (b) visualizes the wavelet
transform with a Daubechies—6 filter and decomposition depth 3. Images (c) to (e) show the syntheses of
the transform with 6.25% of coefficient information.



H Number of Runs (16 bit) H

Percentage of maintained coefficients
18.75% 12.5% 6.25%
Wavelet || policy 2 ‘ policy 3 | policy 2 ‘ policy 3 || policy 2 ‘ policy 3
Haar 24443 24388 16885 16807 8511 8323
Daub-3 23588 23557 16095 16042 7945 7821
Daub-6 23178 23137 15747 15687 7821 7654
Daub-10 || 23006 22972 15521 15462 7619 7484
Daub-15 || 23258 23214 15736 15663 7742 7605
Daub-20 || 23359 23312 15804 15736 7887 7711

Table 2: Heuristics for the bit rate of a wavelet encoder for frame 21 of the test sequence ”car” with
different wavelet filters. After Huffman coding, the bit rate might further shrink by factor 2.

0/0/|0| - |0/n|— (z,n)

Figure 7: Definition of a run.

bottom into runs. A run (z,n) stands for an arbi-
trary number of z + 1 succeeding coefficients (see
Figure 7). The first z of those coefficients are zero—
valued, while the z + 15t coefficient has a value of
n # 0. The process ends with the block of high—
pass filtered coefficients (“lower right corner”).

Table 2 represents a heuristic for the de—facto
bit rate of a layered coder: we use 6 bits in order
to encode the run length z and 10 bits to encode
the non—zero value n. Thus we need 16 bits in order
to encode a single run. Table 2 shows the bit rate
that we have gained for each policy3. It can be seen
that the bit rate for the two best—quality layering
policies, i.e. policies 2 and 3, is close together. Po-
licy 3 wins the competition tightly. Concerning the
choice of wavelet filters, the Haar wavelet produces
considerably shorter runs and thus higher bit rates.
Yet the Daubechies-3 filter with filter length 6 is
sufficiently regular to result in a bit rate compara-
ble to our longest test filter, Daubechies—20 with
filter length 40.

3Due to the enormous effort necessary to calculate symbol tables
for our coefficients, we dispensed with Huffman encoding, although
it can be assumed that this would lead to a further reduction of the
data rate.

7.3 Recommendation

In the above discussion, we have analyzed layered
wavelet coding with regard to layering policy, scal-
ability, visual quality, choice of orthogonal filter
and ezpected bit rate. In Sections 5.3 and 7.1 we
have detailed why we would not consider blockwise
synthesis further. Section 5.3 has also revealed that
a filter length of 6 to 12 coefficients is advisable, as
shorter filters produce strong artifacts (cf. Table 1,
Haar wavelet) and longer filters broaden the in-
fluence of erroneous synthesis at high compression
rates (cf. Table 1, Daubechies—15 and Daubechies—
20 wavelets). Finally, we have analyzed the ex-
pected bit rate for a single frame of a video se-
quence in Section 7.2. Our tests state that the two
layering policies 2 and 3 produce comparable bit
rate, but policy 3 is expected to perform even bet-
ter. Taking into consideration that the scalability
of policy 2 is finer, we recommend to implement
both layering policies, and choose one depending
on the context.

8 Outlook

In this article, we have proposed a novel approach
to layered video coding based on wavelets. We
have analyzed the affected parameters and given
a recommendation for layered wavelet video cod-
ing. As we have stated in the introduction, the
wavelet transform and its synthesis are fast enough
for real-time applications. Our implementation
though is not yet optimized. In further steps, we
will strive for a real-time implementation. We will



also add Huffman encoding of the coefficients.
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