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Abstract
Semantic access to the content of a video is highly desirable for multimedia content retrieval. Automatic
extraction of semantics requires content analysis algorithms. Our MoCA (Movie Content Analysis) project
provides an interactive workbench supporting the researcher in the developmentrobvie content analysis
algorithms. The workbench offers data management facilities for large amounts of video/audio data and
derived parameters. It also provides an easy-to-use interface for a free combination of basic operators into
more sophisticated operators. We can combine results from video track and audio track analysis. The MoCA
Workbench shields the researcher from technical details and provides advanced visualization capabilities,
allowing attention to focus omhe development ofiew algorithms. The paper presents the design and
implementation of the MoCA Workbench and reports practical experience.

1 Introduction

Videos are a modern andttractive medium of information transfeetween people, be it via videos in
education, cinemanovies or medical filmsHowever, the information contained in @ideo is not easily
accessible to computers; no comput@ndirectly extract semantic information from a digitized video. In order
to gainautomatic access the content of anovie, it is often indexed "manuallyiie. a separate description of
the content is created which is someway kept together with thenovie. The sheer number afecessary
annotations makes it impossible to indasge amounts ofideo byhand. So algorithm#r automatic or semi-
automatic extraction of content information frordeos (picture frames AND audiogre highly desirable
(Figure 1).
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Figure 1: Computerized access to video contents.

The creation, implementation apgaluation of nevalgorithmsfor movie content analysisre the mairgoals
of our MoCA (Movie Content Analysis) project. It is nget fully understood howhe humanbeing derives
content from something seen beard; it is a continuingffort to model these processasd test them in
algorithms. We havedeveloped acontent analysis workbench to suppdhte invention, development,
implementation and testing afuch algorithms. It has proved handy in handlarg combining thevast
number of routines and intermediate data. By representing interim andrdmats graphicallyand by
allowing easycombination of procedures intoew algorithms, ourMoCA Workbench is a playground for
creativity in developing new algorithms.

The rest of this paper is structuredfalfows. Section Zresentkey concepts of MOCA Workbench. Section 3
discusses the movie model, while Section 4 introdtloees/orkbench'slatatypesandvideo/audio operators. A
description of the current status of the implementafidiows in Section 5. Section ilustrates theuse of our
MoCA Workbench by example. Section 7 reviawkted work.and Section 8 concludes with a summary and
future research directions.

2 Key Concepts

The MoCA Workbench is a softwarenvironment fotthe developmentindfast prototyping of new audio and
video content analysis algorithms. Work orovie content analyselgorithms hagonfronted us with aariety
of technical problems, which thgorkbenchhas helped us tovercome.lts developmenhastherefore been
guided by our practical experience. Some key concepts are presented in the following.

2.1 Definition of a Large Set of Orthogonal Image, Video, and Audio Operators

There is no roonfior creativity if technical restrictionaretoo manyand possibilities too fewThus, a large set
of basicalgorithms is a prerequisifer the development of more elaborate imageleo andaudio algorithms.



For each basic analysis tasie set contains one or more algorithms. For example, if we waleteot cuts in

a video, many differerkinds of algorithms will do so [3][18][19], each having advantagsddisadvantages.
We do not want to restrict our working environment to the provision of one single algdathsolving a
certain problemandhave developed MoCAuchthat theset of algorithms is, in principle, unrestricted. Each
algorithm for analysis, processing or transformation of data is callegexator

2.2 Combination of Operators

In addition to providing a set of pre-coded operattite MOCA system giveshe user the option toombine

existing operatordreely and easily to create new operatorBhere areseveral reasons behirttis design
decision. Firstall basic operatorare either onvideo or onaudio, but we want to be able tmmbine
information fromboth channelsn order to derive new information, an example behegdetection of acene

as a group of shots with a similar audio backgro@stond, we want to be able to combine several indicators
from different basi@andcombined operators for detectirfygher semanticin films, such as the classification

of a movie into a certain genre [1]. Third, our experience shows that content understanding is only achievable if
many different factorsire taken into account; thus tbemposition of operators is a prerequisite for deriving
meaningful content information.

2.3 Clear Presentation

Human beingaregood atbuilding new associatiorend derivingnew ideas, but creativity depends to a large
degree on the clear presentation of the objects of thought. If we apply this insight to a researcher working in the
field of automatic movie content analystee demandor clarity in the presentation aflerived values and
content indicators i®bvious. Newrelationshipsbetweendata can bdound more quickly.The researcher

should also be able to contrahe original and derived data to be displayed, as well as the
resolution/aggregation level.

To providethe user with a familiar scredayout, our approach adherestte trackconcept: Wethink of a
movie asinitially two streams, represented by tracks: the picture tesk theaudio track, each shown on a
time scaleThen, contenanalysis algorithms arexecuted on a selected tirggan. Their results generate new
tracks; for example, onmight show videocuts, another one recognized speakers. For each sackral
display operators and display parametams beselected. In additiorwindowsrelated to a track can lopened
for a closerandmore accurate look @he data. For instance, by openingideo window forthe picture track,
the video can beplayed back. If a video window is openedg. forthe Fourier Transform of theideo, the
corresponding Fast Fourier Transform images can be played back as a video.

2.4 Rapid Prototyping

New ideas should be able to benslatedquickly into action. This hastendevelopmeniand motivates the
researcher to try out new ideas/operators. Rapid prototyping leads us to two requirements:
¢ calculations should be fast in order to keep the system interactive, and
e new operators should be able to be defiaed edited at run-time, i.e. recompilation should be
avoided.

These goals can be achieved by
e universal data types, because operators can then be combined more easily.



o storing already calculated results in a database to reduce processing time for new operators built
upon them. For examplegcendength statistics or audiftequency statisticean beused by several
different higher-level operators.

e executing operators by an interpretather than byompiled modulesNew operators caihen be
defined, and existing operators can be edited at runtime.

However, it isnot always possible to provide fasiteractive response time faall operators.Object
segmentation, for example, is computationally intensive. But in many casswemputeparametervalues
at runtime.

2.5 Evaluation of the Output of New Operators

Visualizing the results of operatorsaennot enough. The question lebw well an operator perfornits task

is also of major interest since no algorithm is perfect. For exarhplng developed a new scene break
detection algorithm, one is interested in its quantitative performanceowemany scene breaksemissed or
falsely detectedThe researchanay alsowant such errors to be marked on the tgoale foreasy locating and
checking later. Oumworkbench incorporates qualitativend quantitative means for evaluating results of
operators. The user generate$erence streams fdahe automatically calculated results, which contain the
correct information for comparison.

Having presented the key concepts of the MoCA Workbench, we now proceed to the technical details.

3 Digital Movie Model

The termvideois not as clear as it seems to be. In daily life, video denotes any visual material stokédieon a
cassette. But in multimedia researtiie termvideo often denotesiotion pictures only. It is crucial for us to
include audio into our analyseghus, weusethe term"movie" anddefine it as follows: Adigital movieis any

digital video material, e.gnewscast, sportscast, feature film, cartoon or commercial containing both audio and
video. Our work concentrates particularly on the combination of both sources of information.

As mentioned above, a movie in MoCA consists initially of two streams:

e apicture stream (stream of image frames) and

¢ an audio stream.
The picture streamis regarded as a stream of 3-dimensional data. The dimensions are the x-coordinate, the y-
coordinate, and the color componémd, greenblue) of pixels consisting dfyte element valuesangingfrom
0 to 255 [11] [12]. Theaudio streamis defined as a 1-dimensional stream since thesdwigys a vector of
samples in relation toddeo frame. We calthatvector of sampleaudio frame Both frame types, audio and
video, are ourbasicdata units inMoCA. We thus interpret anovie as a series of videand audio frames,
dividing the rawmovie into consecutivdime intervals lasting 1/25ec for PALand 1/30sec forNTSC. This
time interval is the basic time unit for data types, operators, and the results in the databases.

The picture and audio streams together are considergdvitraovie From them we extraeindderivehigher-
level information, storedhen in additional streams. The results of etbcuted operatorare stored in a
database, called "calculated database" (Figure 2). There exists also a second databasesfeaen:
database" (Figure 2)This database is used fohe assessment of the operators. Its data catotopared
automatically with the results in the calculated database, enabling quality camdrshprovement of the
algorithms. The comparisorisplaysthe percentagand absolute number of correspondence, fdlgs and



missedhits and/or thereference values in a track nextttee evaluated track providing the user widst
feedback about the quality of his operator (see Figure 11 for an example). All these tracks together comprise the
extended moviérigure 2).
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Figure 2: The digital movie model.

The humaruser interface of th#1oCA Workbench islaid out according to oumovie model:Initially, we
display a time scale, where a timmit is avideoframe. Scaling to multiples is possibl\éa this timescale, a
contiguous group of framesan beselected on whicbertain operators amxecuted. Ithe operator results are
chosen for display, additional tracks are opened below the time scale (Figure 3).
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Figure 3: Human user interface of the MoCA Workbench.



4 Data Model and Database

4.1 Data types

The datamodel is a crucial element of MOCA. As mentioradabve,the datatypesshould be as universal as
possible. Restriction to a&ertain kind of datawould limit the combination of operatordue to type
incompatibilities. Consequently, the MoCA Workbench distinguishes only five general data types:

e range data,

e scalar values,

e Vvector values,

e matrix values, and

« three-dimensional data.
They are calleRANGE 0D, 1D, 2D, and3D data (Figure 4). ThRANGEdata is a list containing a string and
two numbers (elements). This ddyge is often used to expregsoperties of frame sequences. Figurgivies
an example. The numbespecifythe range by the start astop frame number dhe parameter goroperty
described by the string.

Data type Description generally refersto  for displaying refers to
RANGE list of {string no. no.} frame range frame range

0D scalar frame or frame range frame

1D vector frame or frame range frame

2D matrix frame or frame range frame

3D cube frame or frame range frame

Figure 4: Data types in MoCA.

TheOD, 1D, 2D,and3D data are arrays with 0, 1, @nd 3dimensions, respectively. A single elembetongs
to one of the classical datgpesbit, byte, long, float or doble. However, foroperators there is ndifference

e.g., between 2Ddata consisting obyte valuesand 2D dataconsisting of double value€ach operator
implicitly convertsthe elements to the suitable formanécessaryThus, operatorsnly differentiatedata with

regard to dimension but without regard to its elements’tgpta(double, floaétc.). Also,the operatorslecide

themselves if the data is to be interpreted as belonging either to a single frame or to a frame range.

For displayand database access onflata isclassified withregard to its appearance in the time span of one
frame of a movie (Figure 4)his time span, aalready explained, is the atomioit in MoCA. Therefore, a
scalar associates a single value with each frame or frange. An example is theverage of the luminance
("brightness") of alpixels in a frame. 1D datssociate a vectovith each frame or frame range, such as a set
of audio samples, itfrequency distribution othe average luminancgeparately calculated for eacblor
component (RGB). A grayscale picture is an example of a 2D value, thieeeeis a brightness valier each
pixel of a frame. Similarly, a color picture RGB representation or a multi-spectral image is regarded as 3D
data,becausdahere areseveral values to each pixel. Range values describe information stioh start and
stop points of scentansitions, i.e. with the Range day@e, wecanassociate a single value with a group of
frames (Figure 5).



fadeFromBlack 1345 1367
fadeToBlack 1629 1654
commercials 4030 6032

Figure 5: Example of RANGE data.

For convenience, MoCA alsbas a "sixth" datdype called xD. Many operators such ake Fast Fourier
Transformation operator can operate on xD data with{0,1,2,3}. Thus, thexD datatype isnot really a new

datatype, but just indicatethat the data can be ahy dimension, i.e. the datige can be 0D, 1D, 2D or 3D,
supporting semantic overloading to an even higher degree.

4.2 Operators

The abovedefinition of datatypes allows aroperatorto be defined as a function executeddata of one or
several types and producing data of a single data type (Figure 6):

f (X1, ooy %) Y with Xy, ..., % O A,
Y O A,
A [ {Range, 0D, 1D, 2D, 3D, xD}, and
nN

Figure 6: Definition of data operators.

Operators may bstatelesgi.e. they cannot reuse results of a previous executiorgtateful (i.e. they store
their previous result(s)). A typical stateless operatahesedge detection calculation for a framedttes not
depend on the preceding suicceeding frames or on any other values exttepinput image. As a rule, all
operators should be designed as stateldewever,usingonly stateless operators sometimes leads to difficult
and/or inefficient implementations. For instance, a stateless offtiwatomputation operator would be quite
inefficient if calculated frame-by-frame on contiguous frames. For each frame calculation a number of
preceding frames (e.g. 10) must be processed. Repdhttgalculationevery time would be quite time
consuming. Using existing state information, the opfilcal algorithm can be rewritten as a stateful operator
so thatonly the current frame irewinput, and theoutput is computed by usinge results alreadgvailable

for the preceding frames. This algorithm is faster by an order of ten. By letting the opemtiorsn frame
ranges and return a rest@itir that rangestateful operators can lasoided. Theyare only used due toapid
prototyping and flexibility.
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Figure 7: Operators in MoCA.

In MoCA, we distinguish three types of operators according to the data flow:
o data operators,
e Mmovie operators, and
o display operators.

Data operatordransform input data into output data (Figure 6, Figure 7). Dependent on theahmsgand -
possibly - onthe operator's statécaused by previous executions), output valaes calculated. It is the
paradigm of data operatotisat they take existing information, appsome (conditional) processing to it and
output a result. An example is thdetect silence" operator: audiata is taken as input (audio frame sizes),
then calculated,and a scalawalue forthe specified frame igeturned. Data operators are tmest flexible
operators in MoCAand can baised to construct other operators. Examples include bidtmgram,color
averageand standardleviation, Fast Fourier Transforragge detection, opticdlow calculation, directional
filters, unaryandtwo-place pixelarithmetic, etc. Figure 8howsthe grayscale histogram as an example of a
basicdata operator. There is no needspecifythe frame number, since the operateceives a frame as its
Input.

2D data: grayscale image 1D data: grayscale histogram

grayscale

histogram > | ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

frequency of gray value i

Figure 8: The grayscale histogram: A basic data operator

Movie operatorsare more specializednd areused to calculate information about movies. They are
characterized by the omission aif input dataexceptthe frame number or the frame rarnfge which they
should calculate the information (Figure 7, Figure 9).
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f (X) s Y with X = {startFrameNo, ..., stopFrameNo},
Y A, and
A [ {Range, 0D, 1D, 2D, 3D, xD}

or
f (X, X3) S Y with X1, Xp = {startFrameNo, ..., stopFrameNo},
X1 < Xo, X1 L Xy, % L X5,
Y A, and

A [ {Range, 0D, 1D, 2D, 3D, xD}

Figure 9: Definition of movie operators.

Since themovie operators knowvhich information they should calculate for which frame number or frame
range,they automatically requeshe required picture frames, audio fransesd results from othemovie
operators. For instance, tdéference between coldristograms of subsequent frantam beused to develop a
cut detection operator. If thebsolute value of difference a&bove acertain threshold, a cut tetected [19].
Since the input dataecessary for such a cut detection operaterclear, thenovie operator needs only the
frame number as input. #utomatically calls theolor histogram operator (anotherovie operator) for the
required frames, calculates the difference, thresholds it and returns the result.

Movie operators operate on movies or movie pieces wddla operators transform data. Therefoneyvie
operators are used to archive useful information extraction algorithms.

Display operatorsake input datanddisplaythem on the screeffhey areused to visualize videdata and

results from movie operatorghus,for data ofeverydatatypethere must be a displgossibility. Asthere are

usually differentways to dahis, there exisplenty of visualization possibilities for eachtbk five datatypes,
especiallythe higher-dimensional ones. Data wilually be displayed in ack belowthe time scale, sthat

the temporal relationshipetweernthe videoandaudio framesand the data can lseen directly. For sonata

this is not applicable; these will be displayed in a separate window, e.g. a video abstract from a feature film will
play in a separate video window.

5 Implementation

The MoCA Workbench was implemented or5&N SPARCstation 5 under Solaris 2.4 using G Tcl/Tk
7.4/4.0 [9]. The implementatiocomprises about 4000 lines of Tcl/Tkdeand 4600 lines of C++code. For
the MoCA Workbench a newlcl interpreterwas created, extended by our imamed video processing
algorithms [1], the Vista library 1.3 [11] [12], the DE&udioFile V3.0 [4]and aJPEG image loader. The
movies were recorded fro@erman television, digitized byparallaxvideo card, andstored as M-JPEG [10].
Currently, we areleveloping new fast 2nd 3Dvisualization widgets for our Tcl/Tkterpreter.Moreover,
the base of available video/audio operatorsnireasing continuouslylhe operators are first implemented in
Tcl as described in Section 4.2. Once an operator is stabledue togood results needs no further
modification, it is re-implemented in C+andadded to thé/1oCA interpreter in order tepeed up calculation.
The MoCA Workbench has been used successfully in the movie genre recognition project [1].
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6 "One Day with MoCA"

Example

In this section we cover a complete example, step-by-step. We show how eontmt analysis algorithm is

coded, executedndevaluated, as well as hate deriveddata aredisplayed.The example demonstrates how
the key concepts wereealized inMoCA and how MoCA facilitatesthe development of new movie content
analysis algorithms in practice.

Our example demonstrates the development of an operator to automaticallyplbetexof commercials in TV
broadcasts. In German TV, the progranpésiodically interrupted by a commercialbck, i.e. asequence of
several commercial&€ach commercial within a commercialbck is separated by 2 to 5 (dark) monochrome
frames. A commercial lastsetween Zand 160 secondsThe idea is to recognize commerdibcks based on
these characteristics [1], leading to the following primitive commercial detection algorithm:
go forward through all frames {
setstartCommercialBlock -1
setendCommercialBlock -1
If (find next monochrome frame sequence of length 2 to 5) {
setnumberOfCommercials 0
setstartCommercialBlock current frame number
while (find next monochrome frame sequence of length 2 to 5
not further than 160 seconds ahead) {
/* commercial block identified */
setendCommercialBlock current frame number
setnumberOfCommercials= 1

}

output "Commercial block froratartCommercialBlocko endCommercialBlock

This primitive commerciatietection algorithntan becoded easilyand quickly with MoCA by invoking the
"CreateNew Operator" Menu itenandtyping in thecode shown irFigure 10. After a click on the OK button,
the new "detectCommercialBlocksllgorithm is definedandappended to the list #ANGE movie operators.
It can be executed immediately by selecting it on the "RANGE movie operator" Menu.
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Figure 10: Rapid prototyping of the algorithm "detectCommercialBlocks".

Visualizing the result of the new operator
Resultsare visualized using theelected display operator for RANGta. Onegpossibility is shown in Figure
3.

Evaluation of the new operator

To evaluate theewly developedalgorithm, the correctalues (i.e. wheréhe commerciablocks reallyare)
have to be determined manually. These reference vaheetored in theeference database. It is a laborious
and tedious task to determinthe correctrange valuesand feed them into MoCA manually, despite the
computer support provided. But once entertb@, data are archiveand can beused to evaluate different
algorithms for the same content extraction. Thus, different algorithntse samegob can be compareeasily.
Figure 11 gives an example of the final result.

Evaluation of detectCommercialElocks

a4 E=
Evaluation of detectCommercialBlocks

percentage (%)

number of frames (#)

total # of frames: a000 100
correspondence: 4800 93.0
false hit: 100 2.0
missed hit: Z00 4.0

ok |

CAMCEL |

Figure 11: Evaluation result of the primitive commercial block detection algorithm.
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7 Related Work

The MoCA Workbench is something namddoesnot fall into existing categorieslowever, related work was
performed earlier. On the one hand, there exist several automatic content analysis systems [5] [6] [19] [20] [21]
[15]. Theseall concentrate on the calculatiamd employment ofthe research group's latest research results
andserve a special purpose such as automatic newscast or pacsieg,video retrievaland so onUnlike

MoCA none of them concentrates on the support of the researcher during the development of new algorithms.

On the other handyumerous application developmesystems for computer visioand image processing
employ

well-known algorithms to facilitate development of efficient, fast, reusafdidor portable applications [2] [14]
[17]. A similar situation isfound in the audio environment: there is a higllection of audio processing
software packages, most of whiotiginated in thespeech processing environment [13] [22]. These packages
usually have somkind of interface toview audio data in the timandfrequencydomain while offering little
support for visualizing extracted audio content.

MoCA is not only intended as a means of plugging existing modules togetwveca speciabsk, but also as
a workbench for discovering new associationshie huge amount of dat®ost othersystemsconcentrate on
image processing and have either limited video/audio combination operations [14] or none at all [12].

8 Conclusion and Outlook

Cognitive science research addresses what is going threihuman mind. H. Christophé&onguet-Higgins
writes in his book on"Mental Processes: Studies in Cognitive Science" [7}in order to understand our
mental andoerceptual processes detail, wemay find it most profitable to tryand make working models of
them. By working models | do natean just electronidevices, but carefully designedograms which express
what we thinkmay happen when wiok, listen, speak, or act." He draws an analogtyveert'...the programs
we write and the mentaprocesses thegire meant to simulate." OiMoCA workbench supportthe user in
testing his "working models" of mental and perceptual processes concerning audio and video.

In managing datdmovie data,referencedata andderived datapndoperators (algorithms management), the
MoCA workbench releavethe user from the technical aspects, thus frehiagnentalpower for creativity in
developing new operators. It also provides homogeneous acdéssdifferent operatordvioreover, it affords
active research support by offering many different visualization possibilitiesatar through thavailability of
fast prototyping due to these of aninterpreter, and bproviding orthogonahnd algorithmiccombination of
operators and interim results.

We have introduced thloCA Workbenchinto our MoCA Project Research GrouBreliminary experiences
are thus far very promising. Still, a lot of work remains to be done. Future plans for the workbench include:
e more parametric display operators which adapt immediately to changing display options like scaling,
coloring, view angle, etc.,
e automatic execution optimization for operator groups which are chosen for calculation, and
« dealing with several movies at once in order to build operators for a group of movies.
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