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ABSTRACT

Efficient ind&ing and etrieval of digital video is an impor-
tant aspect of video databases. One powerful xinfie
retrieval is the t&t appearing in them. It enables content-
based bowsing We present our methods for automatigse
mentation and ecanition of tet in digital videos. The
algorithms we pspose mak use of typicall@racteristics of
text in videos in ader to enable and enhancegsgentation
and recagnition performance Especially the inteframe
dependencies of théaaracters piovide nev possibilities for
their refinement. Then, a saightforwad indeing and
retrieval sheme is intoduced. It is used in thegeriments
to demonstrte that the pyposed tet sgmentation and e
recagnition algorithms ag@ suitable for indeng and
retrieval of relevant video scenes in andfn a video data-
base Our perimental esults ae very encowging and
suggest that these algorithms can be used in vidsioeval
applications as well as toecaynize higher semantics in
video.

KEYWORDS: video processing, charactergsgentation,
character recognition, OCR, video ixd®y, video content
analysis

1 INTRODUCTION

provide a condensation of the underlyingmsestory For
example, one can search for the term “Financialvdeto

get the financial nes of the dayThe ind& can also be used

to record the broadcast time and date of commercials, help-
ing the people who check for their clients whether their
commercial has been broadcasted at the arranged time on
the arranged telgsion channel. Mayn other useful high-
level applications are imaginable ifxtecan be recognized
automatically and reliably in digital video.

In this paper we present our methods for automaticsts-
mentation and t& recognition in digital videos. & also
demonstrate their suitability for ingi@g and retrigal. For
better sgmentation and recognition performance our algo-
rithms analyse typical characteristics ofttm video. Inter-
frame dependencies of xte incidences promise further
refinement. &t features are presented in Section 2, fol-
lowed by a description of our gmmentation and recognition
algorithms in Section 3 which are based on the features
stated in Section 2. Then, in Section 4 we introduce a
straightforvard ind&ing and retrigal scheme, which is
used in our ¥periments to demonstrate the suitability of our
automatic tgt recognition algorithms for indéng and
retrieval. The &perimental results of each step gsenta-
tion, recognition and retnal - are discussed in Section 5.

There is no doubt that video is an increasingly important They are ivesticated independently for three faifent film
modern information medium. Setting free its complete genres: feature films, commercials ana/seasts. Section 6

potential and usefulness requiredicgnt content-based
indexing and access. One werful high-level index for
retrieval is the t&t contained in videos. This indean be
built by detecting, xtracting and recognizing suchxteThe

reviews related wrk, and Section 7 concludes the paper

2 TEXT FEATURES
Text may appear afwhere in the video and in €éfrent con-

index enables the user to submit sophisticated queries suckexts. It is sometimes a carrier of important information, at

as a listing of all maes featuring John ¥yne or produced
by Steven Spielbeg. Or it can be used to jump towe sto-
ries about a specific topic, since captions wsetasts often

other times its content is of minor importance and its
appearance is only accidental. Its significance is related to
its nature of appearance.eWdiscriminate between tw
kinds: scene tet andartificial text. Scene tet appears as a
part of and \as recorded with the scene, whereas artificial
text was produced separately from the video shooting and is
overlaid oser the scene in a post-processing stage, e.g. by
video title machines.

Scene tet (e.g. street names or shop names in the scene)
mostly appears accidentally and is seldom intendeg-Ho



ever, when it appears unplanned it is of minor importance result we get candidate charactegioas which may be
and generally not suitable for indeg and retrigal. More- characters or parts of characters.
over, due to its incidental and the thus resulting unlimited
variety of its appearance, it is hard to detedaet and rec-  The second step,xXerecognition, then tries to recognize the
ognize. It seems to be impossible to identify common fea-characters contained in the candidate charactgone by
tures, since the characters can appear ungeslant, tilt, in applying optical character recognition techniques.
ary lighting and upon straight orawy surfaces (e.g. on a T
shirt). It may also be partially occluded. 3.1 Text Segmentation

The tet sggmentation algorithms rely completely on the
In contrast, the appearance of artificiakttés carefully character features stated in thevjwas section. One impor-
directed. It is often an important carrier of information and tant feature is contrast: designed for and peeckiby
heravith suitable for indeing and retrigal. For instance,  human vievers. © adjust contrast and color f#ifence cal-
embedded captions in TV programs represent a highly coneulation to human perception, we transform all frames into
densed form of &y information on the content of the video the nonlinear R'G’B’ color system [12] before applyingyan
[18]: there, as in commercials, the product and compan segmentation algorithm. Although nonlinear R'G’B’ is not
name are often part of thexteshavn. (Here, the product optimized for perceptual uniformity BkCIE L*a*b* [12], it

name is often scenextebut used lile artificial text!) There- is a good compromise between computationatien and
fore, in this paper we concentrate odraction of artificial perceptual uniformity requirement. The demand for operat-
text. Fortunately its appearance is subjected to snamore ing on color frames and ceerting them into a more percep-
constraints than that of scengttsince it is made to be read tually uniform color system is one deep insight veéngd
easily by vievers. from our periments, and constitutes one majofedénce

from the sgmentation algorithms described in [6].
The mainstream of artificial xe appearances is character-

ized by the follving features: The sgmentation is performed as folis:

e Characters are in the fg®und. Thg are neer par- In a first preprocessing step the number diedént colors
tially occluded. used in each video frame is reduced. This transformation

e Characters are monochrome. does not déct the outline of the characters since characters

e Characters are rigid. Thedo not change their shape, are assumed to be monochrome and contrasting with their
size or orientation from frame to frame. background. Hwever, it generates lger homogeneous

e Characters hee size restrictions. A letter is not aggar  regions, thereby reducing the comxyitg of each frame, eas-
as the whole screen, nor are letters smaller than a cering subsequent processing

tain number of pigls as thg would otherwise be illg- We emply the Split-and-Meage algorithm proposed by
ble to vievers. Horowitz and Rwlidis to perform sgmentation [5]. It is
e Character are mostly upright. based on a hierarchical decomposition of a frame. The split
e Characters are either stationary or linearlyvimg. process bgins with the entire image as the initiagseent,

Moving characters also & a dominant translation which is then split into quarters. Each quarter is tested
direction: horizontally from right to left orertically aguinst a certain homogeneity criterion to determine

from bottom to top. whether the sgment is “homogeneous enough”. If not
« Characters contrast with their background since artifi- homogeneous enough, thesent is split agin into quar-
cial text is designed to be read easily ters. This process is applied recuedy until only homoge-
e The same characters appear in multiple consexuti neous sgments are left. Wuse a threshold of the Euclidean
frames. distance of the coloralues as homogeneity criterion. A

e Characters appear in clusters at a limited distancehomogeneous geent is assigned it¥@age colarNext, in
aligned to a horizontal line, since that is the natural the mege process, adjacenigseents are mged together if
method of writing devn words and wrd groups. But  their aserage color dference is less than a threshold (Figure
this is not a prerequisite, just a strong indicaksom 1 (c)). This algorithm is knen to produce good geenta-
time to time just a lone character might appear on onetion results in most cases.
line.

The following steps reduce the number of candidate charac-

Our text recognition algorithms are based on these featurester reggions. Some gions are too lge and others are too

However, they also tale into account that some of these fea- small to be instances of characters. Therefore, (mono-

tures are relad in practice due to arifts caused by the chrome) rgions whose width and heightaeed a threshold

narrov bandwidth of the TV signal or other technical imper- max_size are remwed, as are connected monochrome
fections. regions whose combinedansion is less than a threshold
min_size (Figure 1 (d)).

3 TEXT RECOGNITION

Our feature-basedxerecognition approach is performed in  Since we are analyzingxein videos that has been gener-

two steps: tet sggmentation and fe recognition. ated by video title machines, the sams tgpically appears

in a number of consecué frames. Thus, by means of

The first step, t¢t segmentation, etracts all piels out of the ~ motion analysis we should be able to find the same te

video that are part of xe characters and discards allgix ~ Characters in consecwéi frames. Therefore, for eaclyien

which do not belong to characters. In practice, since we ddh a frame, we search for one in the conseeufiame that

not knav so far, which pixels belong to characters and corresponds i_n size, cplor and shape. If we are unable to find

which do not, the first step discards only thoselgixhich @ corresponding one in thextérame, the rgion is rgjarded

are most probably not part ofxtecharacters. Thus, as a as & nhon-charactergreent and discardedoRunately char-
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(d) Applying size restriction
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(f) Applying contrast analysis

Figure 1: Text segmentation: The different processing steps.

acters are rigid. Thus, simple region-matching can be
applied to find corresponding characters and words. Since
characters - as aready mentioned - are either stationary or
moving linearly, this condition is loosely checked over five
consecutive frames (Figure 1 (€)).

Finally, each remaining candidate character region is
checked for contrast with its surroundings. If no such con-
trast, even only a partial one, is found, we conclude that the
region cannot belong to a character. Consequently, the
region is discarded (Figure 1 (f)).

In contrast to our previous proposal in [6] we do not apply
any width-to-height ratio constraints to clustered regions. It
has turned out that width-to-height ratio constraints are

effective in manual tune-ups, but it isimpossible to find suit-
able values coping with all artificial text appearances. The
thresholds are either too restrictive, thus deleting character
regions of some text appearances, or are too loose to have
any effect.

3.2 Text Recognition

The segmentation step delivers a video showing candidate
character regions. In principle, any standard OCR software
can now be used to recognize the text in the segmented
frames. However, a hard look at the properties of the candi-
date character regions in the segmented frames reveals that
most OCR software packages will have significant difficulty
to recognize the text.



For each sgmented frame the folaing properties are true:

» characters may consist ofveeal regjions
with different color alues.

» several rgions may be connected to each
other and these ggons may belong to
several diferent characters and/or non-
character rgions.

< characters are not cut out precisalyen
though it seems so to the humae e

These properties pose majorfidifilties for standard OCR Figure 2: Two enlagements of gmented characters.

software, which is optimized for recognizingxtefrom

scanned print media where the background xdfigeinten- ) ) )

tionally kept simple. The main problems are: Firsthary ground or character by S|m_p_le thresholding gigr-grav-
OCR systems assumexteo be printed in black on a white INg. They can only be classified as background or character
background. Therefore, the demand black-and-white if an iteratie character cIaSS|f|cat|orj approach is used.
images as input. Heever, our sgmented frames are color Thus, this “aura” also represents a S|gn|f|cant_pr_ob_lem for
images, and it is not straightfoavd hav to corvert them most <_)f_ the currentlyvailable OCR softare. Their limited
into black-and-white bitmaps, especially since both charac-Suitability for our purpose stems from thacf that thg

ters and background can be of @olor, Thus, an OCR sys- €xpect an input with a diérent feature set.

tem operating on gray-scale images is the minimum )

requirement. Unfortunatelythese systems also assume a 'herefore, we hse implemented ourvin OCR softvare,
monochrome t& on a monochrome background, so that allow!ng usto mcorporate_astandard OCR algorlthm into an
they just ectract characters gions by thresholding the gray- Iteratve charactgr clgssmcatlon scher_n_e. _The h|gb4le_
Figure 2. Secondlys@mented characters are not cut out drawn in Figure 3.

exactly. Often thg are surrounded by some kind of “aura” ) -~ ]
belonging partially to the background and partially to a !N this contet a cluster specifies an area of connected candi-
character These “aura” pigls cannot be related to back- date character geons. The algorithm tads into account that

FOR EACH cluster in each frame DO
workCluster = current cluster
WHILE workCluster not empty DO
bestClassification =Ghar ="*
errorValue=MAX}
FOR EACH combination of the ggons in the cluster DO
generate bitmap of sizearkCluster where each p#l is set if its corresponding mikis
element of the current combination ofjiens
FOR EACH connected area in the bitmap DO
determine character class and ermue by standard OCR module.
store the result in currentClassification.
IF (currentClassification.erroeMue < bestClassification.errahie) THEN
bestClassification = currentClassification
ENDIF
END FOR EACH
END FOR EACH
IF (bestClassification.erroglue < threshold) THEN
store recognized character in result list
remove all regions belonging to the recognized character and all directly connected
regions from verkCluster
ELSE
remove all rggions in workCluster
set bestClassification.Char = **
ENDIF
END WHILE
END FOR EACH
output list of recognized characters (result list)

Figure 3: High-level algorithm of the iterate character classification scheme.




there is no &y other than testing to identify character following. A character bitmap is\dded into nine sgments

regions. Havever, in reality we do not hee to lild all com- (Figure 4a). In each gment the number of pis is deter-
binations It can reduce the number possible by reason-  mined which belong to one of the four direction classes
able heuristics: described by the sixteen 2x2 masks in Figure 4b: horizontal
For a\alid region combination (H), vertical (V), left transerse (L), and right transvse
e at least one gion must &ceed a mini- (R). This results in a 36-dimensional featuector The
mum pansion, and vector is normalized and compared to those of the characters
« the color spread of the giens must not in the reference database. It is classified by the nearest
exceed a maximum Euclidean distance. neighbor algorithm [1]. The reference database has been

trained by 12 twele different fonts.

The first heuristic is based on thef that at least the main ) . ) ) .

body of a character is gmented into layjer monochrome This OCR algorithm is&r from perfect in comparison to
regions by the Split-and-Mge algorithm. The second heu- Ccommercial softare packages. heaver, is can be easily
ristic is based on the obsation that a single character mtegrated into our iterate character classification algo-
rarely consists of gions of \ery differing colors, e.g. such rithm.

as pink and blue. Thus, by requiring inadid combination a . ] ) ,
minimum closeness of the coloalues of the rgions, the  The recognition result can wbusly be impreed by taking
number of possible gion combinations decreases consider- ad\antage of the multiple instances of the same oeer
ably. In practice, the maximum Euclidean distance of the consecutie frames. Each character of thetteften appears
color values in a alid region combination should be consid- Somevhat altered from frame to frame due to noise, and

erably high, thus prohibiting only combinations ofjicns ~ changes in background and/or positiore Wave to detect
of considerable diérent colors. corresponding character candidatgioas in consecute

frames and combine their recognition results into one final
For optical character recognition we use a featweetor character result. Heever, as we will see in the resection,

approach as described in [13] and brieflyiewed in the  this step is not needed for our inttey scheme.

(@)

LEF
LT L s

Figure 4: Calculation of featureactors for optical character recognition as described in [13]:
(a) the dvision of each character into nineysgents.
(b) the sixteen direction elements.

4 \NDEXING AND RETRIEVAL Indexing

In the preceding chapter weMegpresented ourxerecogni- The indeing scheme is quite simple. Each video sample is
tion algorithms. The upcoming questiomans hav to use processed by thexerecognition softwre. Then, for each

the tet recognition result for indéng and retrieal of digi- frame the recognized characters are stored after deletion of
tal videos. A related question with significant impact on the all text lines with fever than 3 characters. The reason for
answer to the original question is what minimat tecog- this deletion is that asxperience shws, text lines with up
nition quality should we assume/demand? to two characters are produced mainly by background

Numerous dierent font &milies in all sizes, and sometimes objects and,en if not, consist of semantically wealors
even artistic fonts, are used in artificiaktén digital videos. such as “a”, “by”, “in”, “to”. A sample video frame and the
Therefore, OCR errors areny likely. In addition, artificial recognized tet is given in Figure 5.

text generally appears in the fgreund of scenes and other

“noisy” background which cannot be reweal completely  Retrieval

by our text segmentation algorithms. Thus, the recognized Video sequences are rewgel by specifying a search string.
text will consist of some OCR errors and plenty afltage Two search modes are supported:

characters generated by the mistranslation of background + exact substring matching and

objects. Consequentlpur indeing and retrigal scheme + approximate substring matching.

should deal well with a poor recognition quality



Original video frame

Recognized text

DAVID
BAMBER
CRQSPIN
BONHAMCITLR
ANVNA
ACHANCELLOF
SUSVNNAH
HARKLI
BARBARA
LIGHHTIPQT

Figure 5: A sample frame of a pre-title sequence
and the recognized text.

Exact substring matching returns all frames with substrings
in the recognized text that are identical to the search string.
Approximate substring matching tolerates a certain number
of character differences between the search string and the
recognized text. For approximate substring matching we use

Search

s BX act

for string

¥ approximate allowing 1 edit operation per |4_ character(s). ||

the Levenshtein distance L (A,B) between two strings A and
B. It is defined as the minimal number of substitutions, dele-
tions and insertions of charactersto transform A into B [17].
For each frame we calculate the minimal Levenshtein dis-
tance between search string A and all substrings B in the
recognized text T [9]. If the minimal distanceis below a cer-
tain threshold, the appearance of the string in the frame is
assumed. Since it can be expected that long words are more
likely to have erroneous characters, the threshold value
should depend on the length of the search string A.

For instance, if a user is interested in commercials from
Chrydler, he/she uses “Chryder” as the search string and
specifies that he/she wants to alow up to one erroneous
character per four characters, i.e. he/she wants to allow one
edit operation (character deletion, insertion, or substitution)
to convert the search string “Chrysler” into some substring
of recognized text.

The retrieval user interface is depicted in Figure 6. In the
“OCR Query Window” the user formulates his’her query.
The result is presented in the “Query Result Window” as a
series of small pictures. Multiple hits within one second are
grouped into one picture. A single click on a picture dis-
plays the frame in full resolution, while adouble click starts
the external video browser.

5 EXPERIMENTAL RESULTS

In this chapter we discuss two things: Firstly, the perfor-
mance of our text segmentation and recognition algorithms,
and secondly their suitability for indexing and retrieval.
Since text is used differently in different film parts and/or
film genres, both issues are dealt with separately for three
exemplary video genres:

« feature films (i.e. pre-title sequences, credit titles and

closing sequences with title and credits),

|Produktion

Prot':luk*;iionsfeitu' =

BRANDT SABINE PIOTROWSKI

; PRI Fikb
Film5: 889 Film5:914 Film5:939 Film6: 544

R~

Figure 6: Retrieval user interface



e commercials, and multiple instances of the samextdn successie frames,

e newscasts. since all instances of the same charactemr hhe same
background. Moreeer, no background ggons can be ruled

Ten video samples for each classéhdeen recorded, add- out by motion analysis. Thus, thegsgentation performance

ing up to 22 minutes of video. Thavere digitized from se is lower. Stationary tet in front of a stationary scene can

eral German and international TV broadcasts as 24-Bitoften be found in nescasts. Therefore, gmentation per-

JPEG images at a compression ratio of 1:8, a size of 384 bjormance in nescasts is laver (96%).

288 piels and at 25 fps. All JPEG images were decodedThe reduction of candidate charactergbéxis measured by

into 24-bit RGB images. the reductiondctor It specifies the performance of thgse
mentation algorithms with gard to our secondary objec-
5.1 Performance of Text Recognition tive: the reduction of the number of gig which hse to
Segmentation considered during the recognition process. The amount of
Before processing each video sample with oxir $ggmen- reduction has a significant impact on the quality of character

tation algorithms we manually wrotewlo the tet appear- recognition and on speed in the sucassgirocessing step.
ing in the samples and the frame number range of itsThe reductiondctor is defined as
visibility. Then we processed each class of video samples

with our sgmentation algorithms andviesticated whether . _ 1

or not a character had beemysented. & be more precise;  €duction factay,q = & G0

we measured the quality of ourgseentation with reard to . # of pixels in all character candidate regions of frami
the main objectie not to discard character pl. The médeo # of pixels in original frame f

results for each video genre aermged and summarized in
Table 1. The ggmentation performance i€my high, rang-
ing from 96% to 99%. fenentation performance is higher
for video samples with nving text and/or meing back-
ground than for those where the&ttand background are sta-
tionary. In the latter case our algorithms cannot profit from

It ranges from 0.046 to 0.098 and thus also demonstrates the
high performance of thextesegmentation step. Morexper-
imental details are gén in [6].

thereof contained in character .
frames | characters . . reduction
candidateregions

title sequences or 7372 6460 6423 99% 0.07
credit sequences

commercials 6858 1074 1065 99% 0.02
newscasts 18624 1464 1411 97% 0.04

Table 1:Segmentation results.

1
Recognition c;RRf:l_m
The tet recognition algorithms arevaluated by tw ratio L
measurements: 05 MM al substrings of recognized text i fL (W, U}
« the characters recognized correctly to the Wg/vf # of characters of word w
total number of characters and
- the additional grbage characters to the ) .
total number of characters. GCR; = maxp, - 9f recognized characters in frame, i
0  #ofactual charactersin frame f "

We call the ratiosharacter recognition rate (CRR) andgar-

bage character rate (GCR), respectiely. However, their for Of Ovideo [T contains text and W the set of all wrds
exact \alues hge to be determined manually on a tedious actualy appearing in frame f.

basis, frame by frame. Thus, we approximate thairas by

the followving formulas, whose alues can be calculated Note that the arbage character rate (GCR) is only defined
automatically from the manually determinealues of t&  for frames with tet occurrences. ¢ frames ghibiting no
appearances in thegsaentation gperiments and the calcu-  text we cannot relate theagbage characters to the total
lated recognition result. number of characters. Thus, we just count their number per

text-free frame and call itagbage character count (GCC).
1

CRR,, = : g CRR
(s f
# of frames with tex [ OvideoIJTT contains text GCC. = 1
avg  # of frames without text
1
GCR,, = : > GCR;
v9 # of frames with text | o 4 contains tex 0 # of recognized characters in frame f

[f Ovideol1] [f not contains text
where

10



The measurements show that the recognition rate is fairly
low, around 80% (see Table 2, and for examples Figure 5
and Figure 7). Also, the garbage count is quite high for
frames without text, especially for our newscast samples due
to their many stationary scenes with stationary text. This
observation gives us a strong hint for future research: A
computationally cheap detection method for text-free
frames has to be developed that can reduce the GCC consid-
erably.

Original Frames

Buttern Sie Thr Brot
it Philadelpht

Wednesday

Segmented Frames

OCR errors and misses originate from the narrowness of our
current implementation of the OCR software:

» Itistrained with only 12 different fonts.

* It does not deal with touching/merged

characters.

Both limitations account for most of the recognition errors.
However, as we will see in the following experiment, the
performance is sufficient for retrieval purposes. Neverthe-
less much work must still be done.

Recognized Text

NIYT
BUTTERNSIEIHRBROT
MITIHIJADEJHIA

,_..
y Eva

{2

-

K

FIRF

JK

Ju

PARIS
WEDNESDAY

Figure 7: Two text segmentation and recognition examples, one each for commercial and newscast.

garbage character rate

garbage character count

video type character recognition rate for frameswith text for frameswithout text
title sequences or 0.81 0.27 281
credit sequences
commercials 0.80 0.12 7.46
newscasts 0.80 0.89 7.14

Table 2: Recognition results.

5.2 Retrieval Effectiveness

Retrieval effectiveness is the ability of information retrieval
systems to retrieve relevant documents while avoiding the
retrieval of non-relevant ones. Applied to our domain, we
are going to measure the effectiveness of finding al video
locations depicting a query word while curbing the retrieval
of fase locations due to recognition errors or garbage
strings generated from candidate character regions belong-
ing to non-characters.

There exist two well-accepted measures for the evaluation
of retrieval effectiveness which have been adjusted to our
purpose: recall and precision [14]. Recall specifies the ratio
of the number of relevant video locations found to the total
number of relevant video locations in the video database,

11

and precision specifies the ratio of the number of relevant
retrieval results to the total number of returned video loca-
tions. We assume that a video location depicting the search
text is retrieved correctly if at least one frame of the frame
range has been selected in which the query text appears.

Table 3 depicts the measured average values for recall and
precision. They are calculated from the measured values,
using each word that occurs once in the video samples as a
search string. The recall value for approximate substring
matching ranges from 0.5 to 0.79, i.e we get 50% to 79% of
relevant material, which is quite high. Also the precision
value is considerably high except for the newscasts. Thus,
our proposed text segmentation and text recognition algo-



rithms can be é&ctively used to retriee relevant video example.
locations. The retriml application in Figure 6 gés an

recall precision
video type
exact substring | approximate sub- exact substring approximate sub-
matching string matching matching string matching

title sequences or 0.56 0.70 0.86 0.72
credit sequences

commercials 0.66 0.79 0.89 0.82
newscasts 0.32 0.50 0.49 0.34

Table 3:Retrieval results.

5.3 Availability frame and does not utilize the multiple instances unalgr v
Code for running the algorithms will bgalable at confer-  ing conditions @er successe frames to enhancegaenta-
ence time via FTP from the ho#&p.informatik.uni-man- tion and recognition performance.

nheim in the directory/pub/MoCA/. In addition, readers
interested in seeing some of the video clips can vetrie B. Yeo and B. Liu propose a caption detection axtcae-
them fromhttp://eratosthenes.infor matik.uni-mannheim.de/ tion scheme based on a generalization of a shot boundaries

informatik/pi4/projectsy MoCA/MOCA_TextRecognition/ technique for abrupt and gradual transitions to locally
restricted areas in the video [18]. According to them, the
6 RELATED WORK appearance and disappearance of captions are defined as a

Numerous reports ka been published about indleg and localized cut or dissob: Thus, their approach is inherently
retrieval of digital video sequences, each concentrating onintra-frame. It is alsoery cheap computationally since yhe
different aspects. Some emplmanual annotation [4][2], ~Operate on compressed MPEG videosweler, captions
others try to generate/compute indices automaticaligo- ~ are only a small subset okteappearances in videoe¥ and
matic indeing generally uses indices based on cales- Liu’s approach seems tailffor general tet appearance pro-
ture, motion, luminance, objects or shape [20], and audioduced by video title machine, such as scroll titles, since
within the video or onxernal information such as story these tet appearances cannot just be classified by their sud-
boards (scripts) and closed captions [7]. Others systems aréen appearance and disappearance. In additemnald Liu
restricted to specific domains: wecasts [19], football or ~ do hot try to determine the characters’ outlingnsent the
soccer [3]. None of them try toeactand recognize auto-  individual characters and translate these bitmaps into te

matically the tet appearing in digital videos and use it as an They propose to use the embedded captions to \etae
index for retrieval. content sgmentation of ne@s broadcasts in mes episodes.

Existing work on text recognition has focused primarily on Another interesting approach toxterecognition in scene
optical character recognition in printed and hand-written images is that of Jun @&, Akio Shio, and Shigeru Aka-
documents gien the great demand and netrfor document ~ Matsu [10]. &t in scene imagesxists in 3-D space, so it
readers for dice automation systems. These systemgha Can be rotated, tilted, slanted, partially hidden, partially
attained a high dgee of maturity [8]. Further xé recogni- shadaved, and it can appear under uncontrolled illumina-
tion work can be found in industrial applications, most of tion. In viev of the mag possible dgrees of freedom of
which concentrate on aery narrov application field. An  text characters, Ofa et al. restricted them to being almost
example is the automatic recognition of car license platesupright, monochrome and not connected, in ordeaédi{
[16]. The proposed systemovks only for characters/num- tate detection. This mak the approach of @& et al. feasi-
bers whose background is mainly monochrome and whoséle for our aim, despite theadt that thg focus on still

position is restricted. images rather than on video. Consequently the not uti-
lize the characteristics typical ofxteappearing in video.
There aist some proposalsgarding tet detection and e Moreover, we focus on te generated by video title

extraction in comple images and video. In [15], M. Smith machines rather than on scend.te

and T Kanade briefly propose a method to detext ie

video frames and cut it out. Mever, they do not deal with [ CONCLUSIONS

the preparation of the detectedttior standard optical char- We hae presented our meapproach to t¢ segmentation
acter recognition softare. In particularthey do not try to and tet recognition in digital video and demonstrated its
determine the characters’ outline ogseent the indiidual suitability for indexiing and retrigal. The character recogni-
characters. Thekeep the bitmaps containingxteas thg tion algorithm operates on uncompressed frames ané mak
are. Human beings ha to parse them. Thiecharacterize  use of intra and interame features of ¥ appearances in
text as a “horizontal rectangular structure of clustered sharpdigital videos. The algorithm has been tested on title
edges” [15] and use this feature to identifytteggments. sequences of feature films,wexasts and commercial. The
We also emplp this feature in our approach, vever it performance of the xé sgmentation algorithms as alvays
plays only a small role in our gmentation process of char- high. Also, recognition performanceas high enough to be
acter candidate géons. Their approach is completely inter suitable for our simple indéng scheme. Then, we demon-

12



strated the usefulness of the recognition result for viide 8.
relevant video scenes.

Many new applications are conaceible for our automatic
text recognition algorithms. d¢ instance, thecan be used 9.
to find the bginning and end of feature films, since these

are framed by title sequences (pre-titte and closing10.

sequence). Or tlgecan be used taxeract the title of a fea-
ture film [11]. In addition, the location ofxeappearance
can be used to enablast-forward and &st-revind to inter-

esting parts of the video. This particular feature might bell.

useful in brevsing commercials and sportscasts. Specifi-
cally, automatic tet recognition might be used to find
higher semantics in video.
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